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ABSTRACT 5G enables a wide variety of wireless communications applications and use cases. There are
different requirements associated with the applications, use cases, channel structure, network and user. To
meet all of the requirements, several new configurable parameters are defined in 5G New Radio (NR). It is
possible that 6G will have even higher number of configurable parameters based on new potential conditions.
In line with this trend, configurable waveform parameters are also varied and this variation will increase in
6G considering the potential future necessities. In this paper, association of users and possible configurable
waveform parameters in a cell is discussed for 6G communication systems. An assignment framework of
configurable waveform parameters with different types of resource allocation optimization mechanisms is
proposed. Most of all, the role and usage of machine learning (ML) in this framework is described. A case
study with a simulation based dataset generation methodology is also presented.

INDEX TERMS 6G, beyond 5G, machine learning, multiple numerologies, OFDM, radio resource manage-
ment, scheduling, waveform.

I. INTRODUCTION
The number of configurable parameters at a transmission
point (TP) is increasing with every new generation of cellular
communications. There are 500, 1000, and 1500 configurable
parameters in 2G, 3G, and 4G TPs, respectively [1]. In line
with this trend, it is evident that 5G and 6G nodes will have
an even higher number of configurable parameters. The reason
for this rise includes more use cases, diverse channel struc-
tures, complex and heterogeneous networks, different user-
cell association capabilities, and the other possible require-
ments. A flexible structure is constituted with a rich set of pa-
rameter options to simultaneously meet different requirements
in 5G New Radio (NR) [2]. Compared to 5G NR, 6G will need
to meet more requirements [3]–[6] with a very large number
of configurable parameters. There are three main use cases in
5G NR – enhanced mobile broadband (eMBB), ultra reliable
low latency communications (uRLLC), and massive machine
type communications (mMTC). For 6G, possible use cases are
exemplified in Table 1. The necessity of new use cases shows

TABLE 1. Possible Use Cases for 6G
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FIGURE 1. The main parts of a waveform design. It is assumed that there can be more than one waveform in the same frame.

that there will be new application requirements in 6G. There-
fore, more parameter options should be utilized to meet the
future application requirements of the next generation cellular
communications systems.

For the future prediction of the number of configurable pa-
rameters, the co-existence of different standards such as Wi-Fi
and 6G systems should also be taken into account [7]. Simi-
larly, radar sensing and 6G communications may complement
each other in the future [8]. Different standards constitute a
very large set of requirements and configurable parameters
together under the leadership of 6G.

Waveform is one of the core components of the physical
layer (PHY) design. Generally, the waveform is designed con-
sidering the whole communications system. The other com-
ponents are designed considering the chosen waveform in
standards. Basically, waveform is a physical signal that con-
tains information. Data bits are mapped to the physical signal
through a proper waveform. Also, additional symbols (e.g.,
redundancy, preconditioning like precoding and guard utiliza-
tion, noise, etc.) are the parts of the physical signal. These sig-
nals occupy physical resources (like bandwidth, time, space,
code, power, etc.) in multi-dimensional hyperspace. Fig. 1
shows the main components of a waveform design includ-
ing lattice structure, pulse shape and frame structure. Lattice
structure is a multi-dimensional resource mapping and each

point show a location of one resource element [9]. The possi-
ble spacings between lattice points are defined by numerology
structures for a waveform. Pulse shape (also known as filter)
gives the main characteristic to a waveform by deciding how
to transmit the symbols on lattice points [9]. Frame structure
can be defined as a packaging (formation) of multiple user
information because waveform is the process of generating
the collective pysical signal corresponding to multiple users
(and/or multiple information data) that occupies the hyper-
space. Waveform designs employ various parameters under
these main components.

Numerology includes a set of parameters for a specific
lattice structure of a waveform and 5G NR is standardized
based on multiple numerologies of cyclic prefix orthogonal
frequency division multiplexing (CP-OFDM) on the time-
frequency plane. For 5G NR, subcarrier spacing, CP dura-
tion, inter-numerology guard band, roll-off factor, filter coef-
ficients, slot duration, the number of symbols in one slot, the
number of slots per subframe, and frame length can be given
as waveform parameters. However, more parameters can be
included if different types of waveform processing methods
are employed.

Apparently, the number of configurable parameters and
numerologies for a single waveform may increase with
6G [10]. There may be more parameter variety than the 5G
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FIGURE 2. Different parameter assignments for each user in the same coverage area. It is assumed that coexistence of multiple waveforms in the same
frame is also possible with multiple numerologies and additional waveform processing techniques.

numerologies (e.g., flexibility in subcarrier spacings) [11].
Different lattice domains can be exploited with or without
time-frequency. These domains provide new types of nu-
merology parameters (e.g., beamwidth parameter for space
domain). Hence, variety of numerology parameters increases.
In the future generations, also different types of CP struc-
tures can be employed along with multiple numerologies [12].
Moreover, CP parameter can take more values independent
from the subcarrier spacing. There can be different wave-
form processing methods in 6G, so these methods can bring
new parameter types. Parametrization of new techniques will
increase the number of waveform parameters. Additionally,
multiple waveforms may be utilized together in the same
frame for the next generation of wireless communications
standards [13]. For example, it is possible to use different
waveforms together for beyond 52.6 GHz [14]. Coexistence
of various standards may also trigger the designs of multiple
waveforms in a frame. Different waveforms can have specific
numerologies with several types of parameters. Therefore,
there will be considerable amount of waveform parameters in
6G and options will exponentially increase with the number
of waveform types. An example usage of multiple waveforms
and numerologies with some processing techniques is illus-
trated in Fig. 2. There is a necessity of configurable parameter
richness to meet the potential future requirements of 6G net-
works flexibly. All of the potential waveform parameters are
important because they will define the flexibility in 6G.

The assignment of waveform parameters for each user
is done at TP considering user feedbacks and the other

information acquired in different layers. However, multi-
plexing waveforms with different parameterization may give
rise to several penalties that include new forms of interfer-
ences, such as inter-numerology interference (INI) and inter-
waveform interference (IWI), scheduling complexity, and sig-
naling overhead [15]. As a consequence, various optimization
mechanisms are developed in the literature to compensate
or exploit the adverse effects (e.g., INI) of utilizing multi-
ple waveform parameters in 5G and beyond. Example re-
source allocation optimization techniques are proposed in [11]
and [16]. Waveform parameter assignment will be a more
difficult task in 6G because of the increasing number of con-
figurable parameters and requirements. From the optimization
perspective, providing a flexible structure with a high number
of controllable waveform parameters can not always be the
best solution for users that have several requirements in a cov-
erage area of one TP. A balance should exist between the con-
structive and destructive impacts of employing different types
of waveform parameters together [11]. Furthermore, more dif-
ficult scenarios can be realized, such as waveform parameter
assignment in coordinated multiple TPs with multiple users.
Joint parameter assignment for all users in different cells is
not an easy problem. Hence, next generation TPs require
powerful waveform parameter assignment mechanisms with
proper optimizations so that an efficient resource allocation is
ensured in 6G cellular systems.

Waveform parameter assignment from a large number of
parameter options for each user and the resource allocation
optimization requirements considering all users (in a single
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TP or multiple TPs) are two critical challenges. Different
solutions can be provided for these problems with traditional
methods or new technologies such as machine learning (ML).
In ML, learning process is carried out by using data and
the system does not need to be explicitly programmed. It
provides promising results for different wireless communica-
tions research areas as exemplified in [17]–[20]. If there is
a large number of parameter options, dilemma, or trade-off,
ML based solutions can be helpful because ML can establish
useful and unnoticeable relationships without heuristic engi-
neering design and theoretical analysis. Designing a classi-
cal method sometimes is not an easy task in practice for a
problem that requires to establish relationships considering a
large number of parameter options. The importance of ML
lies in the process of obtaining the classical model based
solutions faster than before. It may be helpful to use ML
and conventional methods together in complex scenarios with
heterogeneous structures.

The motivation of this paper can be summarized as follows:
1) Requirement variety is increasing over the years and 6G

will have more requirements than 5G NR [3]–[6].
2) More flexible structures are needed since the require-

ment variety is increasing. The number of configurable
parameters also increase to bring more flexibility for the
cellular communications.

3) Waveform parameter assignment is an important topic
for 5G NR. However, it will be more important problem
in 6G because there will be more optimization necessi-
ties with tremendous configurable parameters.

4) The role of ML cannot be ignored for the waveform
parameter assignment topic, especially for 6G. ML can
establish useful and unnoticeable relationships in this
domain. Also it is possible to obtain fast significant
solutions when ML methods are preferred.

The use of ML for 5G is discusses in several studies. For
example, artificial neural networks are investigated in [20] to
be employed for solving various problems with unmanned
aerial vehicles (UAV)-based wireless networks, wireless vir-
tual reality (VR), mobile edge caching and computing, co-
existence of multiple radio access technologies (RAT), and
Internet of Things (IoT). In [20], resource allocation and man-
agement problems are given for specific applications of UAV
networks [21], [22], VR concept [23], [24] and multi-RAT
systems [25]. Several ML-based scheduling mechanisms are
utilized for resource allocation and management [26], interfer-
ence management [27] and dynamic multichannel access [28].
However, existing 5G resource allocation and management
works that employ ML are not focused on waveform parame-
ter assignment and optimization.

A discussion on the ML-enabled methodologies for 6G
networks and the possible new challenges of ML in 6G are
presented in [29]. One of the new challenges is transfor-
mation of the “network softwarization” to “network intelli-
gentization”. Moreover, “intelligent PHY layer” for 6G will
include self-learning and self-optimization capabilities [29].
6G networks will employ ML to optimize and automate many

operations [30]. ML will play a more important role during the
standardization of 6G [3]. In 5G, ML can have a supporting
role, however, it will be a leading role for ML in 6G. If 5G is
called as “connected things,” 6G can be called as “connected
intelligence” [29]. A number of existing works has studied
6G and they are summarized in Section II. To the best of the
authors’ knowledge, this is the first study that focuses on the
waveform parameter assignment and optimization for 6G.

In this paper, importance of waveform parameter assign-
ment issue is emphasized and a general assignment framework
with optimizations for this issue is proposed for 6G cellular
communications. Moreover, the role and usage of ML based
techniques are discussed in terms of waveform parameter as-
signment with proper optimizations. Possible 6G challenges
are discussed. Then, a case study with ML is presented as an
example system to show the role of ML.

Contributions of this paper can be itemized as:
1) Possible waveform parameters are investigated from the

6G perspective in comparison to 5G.
2) Several subproblems are defined related with the wave-

form parameter assignment and optimization.
3) A general framework is constituted for waveform pa-

rameter assignment problems.
4) The role of ML is defined under the proposed frame-

work for waveform parameter assignment and optimiza-
tion.

5) A case study with ML is provided for the optimal pa-
rameter subset decisions.

6) A simulation based dataset generation methodology is
proposed together with the given case study.

The rest of the paper is organized as follows: Section II
presents the previous works on the related topics. Section III
provides the possible waveform parameter options for 6G.
Discussions on waveform parameter assignment and resource
allocation optimization are introduced in Section IV. The role
of ML is explained in Section V and the case study is given in
Section VI. Finally, conclusions are drawn in Section VII.

II. PREVIOUS WORKS
In the literature, generally numerology assignment is given
as an assumption to make the optimizations for waveform
parameters. Some of the studies present joint optimization
with the numerology assignment like in [31]–[33]. In [31],
ML methods are utilized to optimize the numerology as-
signment and guard band selection between different nu-
merologies jointly. In [32], the authors assume that there is a
direct mapping between numerologies and use cases. The pa-
per optimizes the numerology configuration and the DL-UL
duplexing ratio in a TDD. The focus of [33] is the joint
optimization of bandwidth allocations and numerology as-
signments for four users. There are also pure numerology
assignment optimization studies in the literature [11], [32],
[34], [35]. In [11], optimal numerology assignment is done
regarding the requirements and frame design considerations
to find effective number of numerologies. In [34], the authors
find the best single subcarrier spacing for all users. Adaptive
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numerology selection method is developed for V2X service
in [35]. Adaptive guard band concept is analyzed in [36]–
[38] for multiple numerologies. Putting guard band between
different numerologies has important effect on INI but using
large guard bands decrease spectral efficiency. Moreover, it
is possible to use different amount of guard bands between
different numerology pairs. Most of the multi-numerology
scheduling studies are focused on the resource allocation [16],
[33], [39]–[45]. The main aim of these studies is the optimiza-
tion of bandwidth allocations rather than waveform parameter
assignment. However, resource allocation and waveform pa-
rameter assignment should be handled together jointly.

There are three main types of ML schemes - supervised
learning (SL), unsupervised learning (UL), and reinforcement
learning (RL). SL requires class labels in the training stage.
On the contrary, UL process does not use class labels but
utilizes a clustering type of algorithms, e.g. specifing the
class distinctions with learning more about the input data.
RL employs feedback mechanisms to improve the ML system
consistently. These schemes can be employed for different
optimization aims in wireless communications. Additionally,
there are several state-of-the-art concepts such as deep learn-
ing (DL) and edge computing. DL is a special case of ML
and it consists of multi-layered neural network (NN) mod-
els. Edge computing is a distributed computing framework
to process data on the device itself rather than a centralized
data processing. It is possible to use main ML schemes for
DL and edge computing algorithms. Furthermore, DL can be
used for the edge computing. Besides, federated learning (FL)
is one way of the edge learning across multiple decentralized
devices.

Relationships between ML and the wireles networks are
discussed comprehensively in several studies such as [17]–
[20]. A set of network design and optimization schemes
to make wireless networks intelligent regarding being self-
aware, self-adaptive, proactive and prescriptive is introduced
with big data concept in [46]. An overview of the emerging
studies on DL-based solutions for different network layers
are provided in [47]–[49]. Signal identification for emerging
intelligent radios and end-to-end learning from spectrum data
are investigated in several papers [50]–[53]. ML-aided chan-
nel estimation is studied from different perspectives such as
OFDM, NOMA and MIMO in [54]–[56]. Beam management
with ML for highly mobile mm-wave systems [57], beam
selection with ML [58], beam allocation with ML in multi-
user massive MIMO systems [59] and antenna selection with
ML [60] are some other useful researches in the literature. ML
for vehicular networks is discussed in [61] and [62]. A ML
vision and an overview of ML architectures for network traffic
control are introduced in [63] and [64]. For edge computing
learning, mostly FL is used to schedule wireless networks.
Scheduling policies for FL in wireless networks [65], FL-
based multichannel random access [66], joint power and re-
source allocation with FL for vehicular communications [67]
and FL for UAVs-enabled wireless networks [68] are several
previous works on edge computing learning.

ML is also investigated with considering the poten-
tial technologies for 6G networks. Mobile edge computing
and learning-based frameworks for 6G are studied in [69]
and [70]. A survey on various ML techniques applied to
communications, networking and security parts in vehicular
networks from the 6G perspective is presented in [71]. Lastly,
the usage of quantum ML is introduced in [72] for 6G com-
munications. All of these studies are focused on the potential
ML roles in upcoming technological trends.

Potential 6G requirements and use cases are discussed with
promising technologies in [3]–[6], [30], [73]–[78]. New ap-
plication scenarios and key potential features for 6G are in-
vestigated in these studies. Several radio access technologies
such as NOMA, mm-wave and reconfigurable intelligent sur-
faces (RIS) are studied from the 6G perspective in [79]–[82].
Partially overlapping NOMA technique is introduced for 6G
in [79]. Integration of NOMA in mm-wave communications
for 6G is analyzed in [80]. Challenges and opportunities for
wireless communications and sensing applications above 100
GHz are provided in [81]. RISs are studied with index mod-
ulation (IM) as a new MIMO paradigm in [82]. The usage of
RISs to rethink the communication-theoretic models for 6G
networks is discussed in [83]. Additionally, promising net-
work structures with green communications and new backhaul
systems are investigated for 6G in [84]–[88]. Novel frame-
works and architectural changes associated with 6G networks
for wireless power transfer are analyzed in [84] and [85]. An
adaptive security specification method for 6G IoT networks
with energy harvesting is proposed in [86]. Airplane-aided
integrated networking with high-data-rate backbone links for
6G wireless is introduced in [87]. Lastly, a survey of technolo-
gies for providing connectivity to rural areas, access/fronthaul
and backhaul techniques is presented in [88].

III. POSSIBLE WAVEFORM PARAMETER OPTIONS FOR 6G
Possible waveform parameter options are described for 6G in
this section. A projection of 5G NR is combined with potential
waveform structures to forecast the waveform parameters in
6G. It is shown that there will be numerous waveform param-
eter options in the future. TPs will use all of these waveform
parameter options while assigning them to different users with
the optimal resource allocation decisions.

Multi-numerology based CP-OFDM waveform is standard-
ized in 5G NR. There are also optional waveform processing
techniques like guard utilization, windowing and filtering in
5G NR as exemplified with Fig. 3. All of the optional wave-
form processing techniques have different type of parameters
with various implementation structures. The number of nu-
merologies and processing options will increase in 6G and
the coexistence of multiple waveforms in the same frame may
also be possible for 6G.

Possible differences between 5G and 6G waveform param-
eters are summarized in Table 2. New attempts to increase
flexibility generally will increase the number of parameter
types in 6G. Some possible challenges can be listed as follow:
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FIGURE 3. The list of numerology parameters and additional parameter types for CP-OFDM in 5G NR with example demonstrations.

TABLE 2. Possible Differences Between 5G and 6G Waveform Parameters

� There may be more numerology options in 6G but it
will increase INI effects. Hence, waveform processing
techniques need to be enhanced. This situation will
give rise the increment for the number of possible new
parameters.

� New types of CP utilization methods can be preferred
in 6G, such as common CP [15]. It makes CP ratio
more flexible but number of possible CP values increases
compared to the numerology designs in 5G systems.

� If different lattice domains are used in 6G rather than
the time-frequency, new types of waveform parameters
will be included in the numerology sets. Therefore, the
number of numerology options will increase. Addition-
ally, the current INI management techniques will be use-
less for different lattice domains. Then, new waveform
processing techniques and the related parameters need
to be defined. This case will also increase the number of
possible waveform parameters.
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� Utilizing multiple waveforms in a single frame may be
possible for 6G. Lattice structures can be different for
each waveform as an important challenge. Besides, there
may be different types of numerology parameters for
multiple waveforms. Additionally, IWI needs to be con-
trolled by new waveform processing techniqes and the
related parameters. Waveform parameters will increase
in all of these cases for 6G.

The next subsections give more details on the possible
waveform parameters. These details are discussed under the
topics of 1) multiple numerologies, 2) waveform processing
techniques, and 3) multiple waveforms. 5G an 6G perspectives
are given together.

A. MULTIPLE NUMEROLOGIES
In one of the first studies on multiple numerologies [89],
channel-aware numerology assignments are done for multiple
users with CP-OFDM. However, multi-numerology structure
of 5G NR is flexible in order to consider different feedbacks
including channel structures of users. Different frame param-
eters under four numerologies are provided for data transmis-
sion of 5G NR in Fig. 3 [15]. Numerologies can have various
parameters that are dependent or independent of each other.
In 5G NR, there is only one main adjustable parameter which
is a subcarrier spacing. The other parameters are generally
dependent on it because of the practicality.

6G systems probably will come with more numerology
structures that provides more flexibility. If the number of
waveform related adjustable parameters increase with 6G,
then there will be more options for multiple numerolo-
gies [11]. For example, adjustable CP duration and utilization
are important concepts for 6G [12]. Using one common CP
for different numerologies may be one of the new concepts in
6G and it changes the number of numerology options note-
worthily [15].

Furthermore, possible implementation structures for multi-
numerology CP-OFDM vary with different bandwidth part
(BWP) operations in 5G NR [90]. BWP defines a fixed band
with the same numerology. It is a bridge between numerolo-
gies and 5G NR scheduling. BWP operations are flexible, e.g.,
users with the same numerologies can be located contiguously
in the frequency domain rather than creating several non-
adjacent BWPs with the same numerology. Similarly, there
are many different BWP implementation options or radio
access network (RAN) slicing methods in 5G and beyond
systems. The number of scheduling-related implementations
and methods will likely increase in 6G.

B. WAVEFORM PROCESSING TECHNIQUES
Windowing usage, filtering usage, and inter-numerology
guard utilization are example waveform processing tech-
niques for cellular communications systems [91]. More wave-
form processing techniques can be developed in 6G to ad-
dress prospective requirements. Multiple numerologies and
the other non-orthogonality sources increase the importance

of waveform processing techniques [15]. These techniques
require various adjustable parameters. For example, several
prototype filters in the literature including rectangular, raised-
cosine, Gaussian and so on, are provided in [9]. There is a
flexibility to apply windowing with different or same roll-off
factors on the subframes for each numerology or composite
signal of multiple numerologies at the transmitter. Receiver
windowing is the another option. Roll-off factor optimization
is analyzed in [92]. Different filters, the related coefficients,
and roll-off factors increase the number of options for wave-
form processing techniques. Coexistence of 6G and the other
standards will have even more options, especially if there are
multiple waveforms in the same frame.

C. MULTIPLE WAVEFORMS
In addition to multiple numerologies and waveform process-
ing techniques, one of the future technologies is coexis-
tence of multiple waveforms in the same frame together with
multiple numerologies and processing techniques. In [93],
frequency-domain non-orthogonal multiple access (NOMA)
structure with two sets of orthogonal signal waveforms
(CDMA and OFDMA) is presented. OFDM and OFDM-IM
are used together as another NOMA scheme in [94] and [95].
Probably, there will be more studies on multi-waveform con-
cept in 6G.

If there are multiple waveforms in the same coverage
area [13], it means that there will be a tremendously high
number of options for the waveform parameters. Thus, the
number of parameter options will double many times, depend-
ing on the number and types of waveforms. In addition, there
will be more types of numerology structures if 6G waveforms
use different lattice domains. Decision mechanisms for the
waveform parameter assignment units of the 6G systems will
likely be more complex compared to 5G NR.

IV. WAVEFORM PARAMETER ASSIGNMENT AND
RESOURCE ALLOCATION OPTIMIZATION
If there are many waveform parameter options in one coverage
area, it provides a flexible structure considering the differ-
ent requirements of users. However, the variety of waveform
parameter options comes with a price like INI and similar
impairment sources. Employing multiple waveforms in 6G
may also cause additional interferences. Several performance
indicators (or metrics) are affected while handling the dif-
ferent types of additional interferences. This situation brings
difficult dilemma problems.

Performance metrics of reliability, latency, spectral effi-
ciency and complexity are affected by multi-numerology im-
plementations, directly or indirectly. For example, the num-
ber of numerologies that are assigned to the users change
the amount of INI in a directly proportional way. Reliability
decreases if there are INI effects. To compensate INI effects,
re-transmission schemes can be used at the expense of addi-
tional delays, increasing latency. INI reduction techniques or
waveform processing techniques can be utilized to decrease
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FIGURE 4. Illustrations of the several subproblems and their example relationships.

INI effects, however, these techniques generally reduce spec-
tral efficiency. Indeed, some of the INI cancellation tech-
niques can be used but they may increase complexity of the
receiver units. As it can be seen from these examples, different
trade-off situations need to be handled with proper resource
allocation optimizations if multiple numerologies and wave-
form processing techniques are employed for different users.
If there are multiple waveforms, the problem becomes more
difficult.

All the users should be assumed to be in the same coverage
area. Waveform parameter decisions cannot be given for a sin-
gle user independently of the other users, as they are indirectly
related with each other due to various constraints, like limited
radio spectrum. Illustrations of the several subproblems and
their example relationships are shown in Fig. 4. Waveform and
numerology assignment for each user, waveform processing,
resource allocation, and all related optimizations effect each
other. Collaboration during the solutions of these problems is
necessary and as stated before, the level of this collaboration
will increase in 6G. The given subproblems can be solved
with different waveform parameter assignment, optimization
and supplementary methods. A general framework for these
methods is presented in the next subsections.

A. WAVEFORM PARAMETER ASSIGNMENT
Waveform parameter assignment units should decide on the
user parameters by considering the optimization restrictions to
provide the possible maximum flexibility regarding different
user requirements. Optimization restrictions are achieved at
the optimization unit of the waveform parameters for all users.
Optimization unit is discussed in the next subsection. The aim

of waveform parameter assignment unit is to meet different
requirements of all users separately as much as possible under
the given optimization restrictions if there is any.

Waveform parameter assignment is repeated in every cycle,
as shown in Fig. 5 with different structures. Assignment unit
can be run as the first step or as the second step. If it is run
as the second step, the first step should be a pre-optimization
unit. However, the last step is always the determination of
ultimate waveform parameters in all structures. The previous
decisions of waveform parameter assignment units can be
defined as provisional decisions.

All of the parameter assignment units can work with differ-
ent flowcharts or with a same flowchart. For example, some of
the waveform parameters can be decided in the first iteration
and the other parameters can be determined in the next iter-
ations with different flowcharts. Alternatively, all assignment
units can work with the same flowchart and can decide on
all of the waveform parameters in each iteration step. For the
first alternative, options or class labels (for ML) need to be
designed application-specific because each assignment unit
can provide different types of class labels.

As a case study, a user-numerology association method
in [11] can be given. In this study, user channels and use
cases are associated with the most suitable numerology from
different numerology sets. This step is shown with the first
waveform parameter assignment unit in Fig. 5(b). After the
first step, less assigned numerologies are detected and re-
moved from the numerology set. It brings an optimization
restriction and decreases INI effects by forbidding some of
the numerologies. As a last step, user-numerology associa-
tion step is repeated one more time to determine ultimate
numerologies for users.
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FIGURE 5. General structures of the framework for waveform parameter assignment and resource allocation optimization mechanisms. These
mechanisms can include (a) two iteration steps, (b) three iteration steps, and (c) more than three iteration steps.

B. OPTIMIZATION FOR WAVEFORM PARAMETERS
We can assign the waveform parameters of different users
directly but there are some constraints, as mentioned before.
It will not be a practical and efficient solution without proper
optimizations. The main objective of the optimization unit is
to create a balance between several performance metrics and
find optimum points regarding these metrics. This balance
can be provided by meeting requirements of different users
together with some sacrifices instead of meeting different
requirements of all users separately without any sacrifices.

Penalty functions need to be defined to increase the success
of general performance for the cellular communications.

Similar to waveform parameter assignment units, optimiza-
tion units in different steps can also be designed as one type
or more. A designer needs to decide on the number of steps
for different structures. As an example, a general structure
for multiple numerologies can be determined by deciding
on the number of numerologies as a first optimization unit
like in [31] and as shown with Fig. 5(a). After one cycle
of waveform parameter assignment unit, a general structure
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TABLE 3. Differences of Three Mechanisms for the General Waveform Parameter Assignment and Optimization Framework

for waveform processing techniques can be obtained in the
second optimization unit. Alternatively, different types of op-
timization units can be combined in one type of unit, and then
the unit can be employed in each cycle of the optimization.

Only one cycle of optimization unit is preferred in [31].
Increasing the number of optimization steps provides a better
general performance regarding all requirements of different
users in a coverage area. However, it can also increase compu-
tational complexity of the related radio resource management
(RRM) units. Hence, there should be a meaningful reason
for increasing the steps of optimization units under different
scenarios. An efficient work load distribution is needed be-
tween waveform parameter assignment units and optimization
mechanisms to obtain ultimate optimal waveform parameters.

C. SUPPLEMENTARY METHODS
In addition to waveform parameter assignment and resource
allocation optimization methods, different techniques, like
INI cancellation [96] and resource allocation based schedul-
ing [97], can play indirect roles to help and simplify the pa-
rameter assignment strategies by changing the results of vari-
ous performance metrics. The work distribution for waveform
parameter assignment units and optimization units is changed
with these types of practical supplementary methods.

In [97], INI effects at the numerology edges are decreased
and also ultra reliable low latency communication (uRLLC)
users are scheduled at the inner subcarriers of different nu-
merologies to move away from intensive INI effects at the
numerology edges. This method enables providing to make
waveform parameter assignment process more simple through
proper optimizations. Hence, the number of steps for wave-
form parameter assignment strategies is reduced inherently.

The design criteria of decision strategies can change re-
garding different supplementary methods. INI modelling and
trade-off analysis through different waveform processing
techniques are some other example research topics that are
helpful for waveform parameter assignment and correspond-
ing resource allocation optimization methods. Moreover, it
can be said that all of the RRM techniques are correlated
with the waveform parameter assignment with proper opti-
mizations in some way.

Three mechanisms of the proposed framework that are
given as subfigures of Fig. 5 are compared in Table 3. For
6G, the last mechanism, Fig. 5(c), may be more suitable be-
cause there will be very large number of waveform parameters
and 6G requirement variety will be high. As an important
challenge, there will be many optimization necessities so that
work load distribution between the optimization units should
be balanced carefully. Hence, complexity per unit can be kept
under control. Moreover, optimization unit redundancy should
be prevented to limit the general complexity.

V. THE ROLE OF MACHINE LEARNING IN WAVEFORM
PARAMETER ASSIGNMENT AND OPTIMIZATION
ML and conventional methods can be used while waveform
parameter assignment units and resource allocation optimiza-
tion units are run alternately to obtain ultimate optimal wave-
form parameters. Understanding the role of ML is useful to
constitute efficient waveform parameter assignment systems
in 6G communications. In general, the aim of ML usage for
the waveform parameter assignment can be listed as follow:
� ML can establish useful and unnoticeable relationships

in waveform parameter assignment domain.
� It is possible to obtain fast significant solutions when ML

methods are preferred.

A. THE ROLE OF MACHINE LEARNING
Designing a classical method sometimes is not an easy task in
practice for a problem that requires to establish relationships
considering a large number of options. At this point, ML plays
an important role to establish useful and unnoticeable rela-
tionships without heuristic engineering design and theoretical
analysis. It does not mean that ML methods are superior
to conventional methods. However, ML methods can make
the design process easier compared to developing non-ML
techniques. ML methods learns from data without requiring
a specific design. If there are optimal classical methods for all
stages of the design units, ML may not provide extra advan-
tages but this scenario is not valid for our case. Therefore, it is
more preferable to use ML and conventional methods together
in a hybrid way.
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TABLE 4. Analysis of ML Usage in the Proposed Framework

ML methods can be employed efficiently to decide on
general structures during optimization steps for waveform
parameter assignment. The other steps also can be designed
with ML methods but there are too many parameter options
as class labels in waveform parameter assignment steps. It
causes a difficulty in training and reduces success rates. The
number of waveform parameter options or class labels for
one assignment/optimization unit should not be higher than
a desired level if this unit is designed with ML model. The
model needs to have more complex rules and the boundary
samples have more influence for a large number of class la-
bels. Using a large number of class labels for one ML model is
not preferable as this introduces an imbalanced learning prob-
lem and degrades prediction accuracy. In imbalanced dataset
has disproportional ratios of observations in the class labels.
Because of this, a class with insufficient number of samples
is hard to learn. Additionally, the complexity for the learning
process also increases dramatically for a large number of class
labels. Therefore, ML models should have less number of
class labels and the work distribution needs to be designed
considering this hypothesis. If ML methods are employed
during optimization steps, most of the work load should not be
shifted to the optimization units, as this increases the number
of class labels in ML models. The number of optimization
steps can also be adjusted to reduce the number of class labels
in each step. The work distribution for parameter assignment
units and optimization units should be adjusted considering
the role of ML. Conventional methods need to be preferred if
there is not an efficient work distribution between the units.
Additionally, edge computing can be used for different steps
of waveform parameter assignment and optimization. For ex-
ample, edge computing can be preferred to minimize the class
labels for each user’s parameter assignments after the neces-
sary optimization steps. Learning with the edge computing
can enhance the practicability of employing ML in parameter
assignment steps. Also, some parts of the optimizations can
be done using edge computing for a better work distribution
between the other steps.

Analysis of ML usage in the proposed framework is sum-
marized in Table 4. ML plays an important role especially
in optimization of waveform parameter assignments for 5G
and 6G. There will be more optimization necessities for 6G
because of the possible high number of waveform parameters.
Hence, the role of ML in optimization of waveform parameter
assignments for 6G will be more than 5G. This is one of
the possible challenges in 6G from the ML perspective. The
increasing number of waveform parameter options makes ML
usage more feasible for optimization steps. Additionally, an-
other ML challenge for 6G is the large number of class labels
for direct waveform parameter assignment roles. Difficulty in
ML training, more complex rules, imbalanced learning prob-
lem and high computational complexity are the potential 6G
challenges for waveform parameter assignment steps.

B. DATASETS FOR MACHINE LEARNING
There are many issues for the use of ML techniques for wire-
less communications. However, one of the most important
issues is the availability of datasets to make ML works. It is
crucial to have large datasets while making ML systems func-
tional [98]. In the literature, there are only limited datasets for
many of the wireless communications research opportunities.
ML systems need large datasets during the training and testing
stages. Data-driven learning process cannot be possible with-
out a dataset. Therefore, the role of datasets is given together
with the ML role in this study.

In practice, it is not feasible to constitute a measurement
based dataset that includes data for too many different scenar-
ios. Simulation based dataset generation methodologies can
be preferred as shown in Fig. 6. After forming the types of
class labels in different units, functional datasets can be pre-
pared with simulations and automatic class labeling methods
to use these datasets in the training of ML based units. An ex-
ample simulation based dataset generation methodology and
an automatic class labeling method for the purpose of super-
vised learning is shown in Fig. 6. Details are given in the next
section with a case study. At the end, obtained class labels are
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FIGURE 6. Block diagram and basic explanations for the simulation based dataset generation methodology.

FIGURE 7. Example demonstrations for (a) decision on general structure for the configurable waveform parameters and (b) assignments of user-based
waveform parameters.

recorded in a dataset along with the randomly generated data.
This dataset can be used for ML purposes after the feature
engineering processes that include data cleaning, preprocess-
ing, feature extraction, feature selection and feature reduction
if necessary. The simulation based datasets can also be used
as an initialization point and a priori info for reinforcement
learning models.

VI. CASE STUDY: ML-BASED DECISION OF OPTIMAL
WAVEFORM PARAMETER SUBSETS
A supervised ML based method is developed with a case study
example1 to provide an optimal waveform parameter subsets
before the assignment of waveform parameters for each user.
For example, the proposed method decides on the efficient

1This case study is reproduction of the authors’ another work in [33].

number of numerologies that can be assigned to users. How-
ever, it does not make a direct user-numerology association.
In this case study, the main focus is on finding the optimal
waveform parameter subsets by utilizing ML algorithms. A
simple model is shown in Fig. 7(a)

A. CLASS LABELS FOR THE DATASET
It is assumed that each class label corresponds to one set
of waveform parameters. Therefore, more than one thousand
classes can be considered for 5G cellular systems with dif-
ferent numerology assignments and waveform processing pa-
rameters. The number of classes may increase exponentially
for 6G especially if there are multiple waveforms. In this case,
a multidimensional look-up table may be necessary.

The number of class labels changes the learning problem
difficulty, affects the training complexity and requires a larger
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FIGURE 8. Details of the features and class labels that are included in the dataset. This figure is adapted from another work of the authors in [31].

dataset. Also, a larger dataset is needed when there are more
class labels. Due to these restrictions, only ten classes are
taken in this case study for the sake of simplicity.

It is assumed that there are four numerology related op-
tions – using four numerologies, three numerologies, two
numerologies, and only one numerology at a time. In other
words, a subset is decided for the efficient number of nu-
merologies in a frame. In addition, three guard band options
are defined as the waveform processing techniques. Window-
ing and filtering options are not included. The class labels and
short descriptions for the case study are provided in Fig. 8(b).

There are three and four type of numerologies in the first
and second row classes in Fig. 8(b). If the number of distinct
requirements in one coverage area is rich, these classes may
suitable to meet the requirements under this scenario. Third
and fourth row classes are more compatible for a scenario
that the number of distinct requirements is limited. Classes in
different columns vary with INI effects on the requirements.

B. FEATURE EXTRACTION
For all users, independent random data is generated under
different scenarios (e.g. thousands of random scenarios) based
on the channel information in [99] and use cases2 that in-
clude eMBB, uRLLC and mMTC. Scenarios are defined with

2Alternative usages can be given as service types or application groups.

the parameters of random maximum excess delay, random
maximum Doppler effect, and random service type (eMBB,
uRLLC, or mMTC). Users can be associated with one of the
use cases and different Rayleigh fading channel models are
used for each user. Hence, the proposed ML system model
can be assumed as channel-aware and service type-aware.

Short definitions of the extracted seven features include
mean of maximum excess delay, variance of maximum ex-
cess delay, mean of maximum Doppler effect, variance of
maximum Doppler effect, the number of users for eMBB,
the number of users for uRLLC and the number of users for
mMTC as shown in Fig. 8(a). The first four features give infor-
mation about the channels of users in general. The remaining
three features are obtained related with use case statistics.
All of the features aim to describe requirement trends in one
coverage area for a TP. ML model is trained considering these
requirement trends and the available class labels.

In the future cellular systems, there will be more use cases.
In addition, there will be more different types of new channel
models for 6G, especially for millimeter wave systems. New
models will increase the number of scenario parameters and
then the feature characteristics.

C. SIMULATION BASED AUTOMATIC CLASS LABELLING
After the feature extraction process, a simulation based au-
tomatic class labelling is done before training ML models.
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FIGURE 9. Example ROC curves for the simulation results in MATLAB platform. These results are adapted from another work of the authors in [31].

This process is realized using the calculation of several per-
formance indicators that include signal to interference plus
noise ratio (SINR), spectral efficiency, and flexibility. A multi-
numerology waveform transceiver simulation is employed to
obtain the calculation of these performance indicators. [100] is
taken as a reference for multiple numerologies. It is assumed
that MATLAB simulation gives perfect results. Additionally,
flexibility is defined as a metric that changes directly propor-
tional to the number of different numerologies.

For the automatic class labelling process, different wave-
form options (ten classes in this case study) are tested one by
one in separate simulations for the same inputs and features.
Three performance indicators are obtained for each simula-
tion. A single performance value is calculated using three in-
dicators with different priorities and weights. These priorities
and weights change considering the service type majority. For
example, the spectral efficiency metric has more priority for
eMBB but the SINR metric has more priority for uRLLC. If
there are a high number of users with all type of services, then
the flexibility metric has also a priority because the overall
system needs to meet with many different requirements to-
gether. At the end, performance values for each simulation are
compared and the best one is decided. This decision gives the
optimal class label that has specific waveform options.

D. SIMULATION RESULTS
While training and testing ML models, 114420 samples with
seven features and one class label are used for each random

scenario. The dataset is divided as training, validation, and
testing with 60%, 20%, and 20% ratios, respectively.

MATLAB platform is employed in the simulations. For
the ML traning and hyperparameter optimizations, ‘fitcecoc’
and ‘patternnet’ functions are preferred in MATLAB. Sev-
eral classifiers are trained and tested during the simulations.
Success rates change between 60% and 65% for ten classes.
Additionally, if neighbour classes in Fig. 8(b) are grouped
together, the success rates vary between 90% and 93% for
the same classifier models. For example, if the decision for
number of numerologies is three or four, it can be acceptable
while neighbour classes are grouped. Receiver operating char-
acteristic (ROC) curves in Fig. 9(a) and (b) shows the results
without and with grouping neighbour classes, respectively.
Success rates are not high but they are promising.

E. 6G PROJECTION OF THE PROPOSED CASE STUDY
In Sections IV and V, it is emphasized that the increasing
number of waveform parameter options makes ML usage
more feasible for optimization steps rather than the direct
parameter assignment roles without optimizations. Hence, op-
timization units for waveform parameter assignment should
be discussed more for ML roles. The proposed case study is a
basic example for ML usage in pre-optimization of waveform
parameter assignment problems of 5G and 6G.

As discussed in Section III, numerology options, CP uti-
lization methods, lattice domains and waveform types may be
diversified with the next generation cellular systems. If the
number of class labels is increased tremendously in 6G, the
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solution of the parameter assignment problems will be more
difficult. Under the assumption of large number of new pa-
rameter options in 6G, the following potential challenges may
be listed for the adjustment of future waveform parameters:

1) There will be more interferences (INI and IWI) be-
cause of the increasing number of parameter options.

2) New processing techniques and the related parameters
will be needed for the interference management.

3) The number of steps for parameter assignment and
optimization in the proposed framework will increase.

4) There will be a need for better optimization algorithms
in general.

5) A more efficient work distribution will be required
between different steps in the proposed framework.

6) The role of ML will increase and more ML models will
work together under an optimized work distribution.

7) The number of useful features should be improved to
enhance the accuracy of ML models.

8) Feature selection and reduction methods can be ap-
plied after the extraction of features.

9) More powerful methods like DL and edge computing
will be integrated to the ML role.

10) Edge computing algorithm structures can be designed
to reduce the work load at TPs. For that purpose, FL-
based edge computing solutions can be preferred.

11) There will be a need for better and larger datasets to
make ML mechanisms more functional.

12) More user inputs as new feedbacks will be included for
the datasets.

13) New mechanisms for the evaluation of user feedbacks
will be designed.

14) Data cleaning and preprocessing algorithms may need
to be used on the raw dataset.

15) 6G frames need to implemented to form useful datasets
with simulation based automatic class labelling
system.

VII. CONCLUSION
Assignment of waveform parameters in 6G will be an impor-
tant and promising research topic. There is a great flexibility
to be exploited. This paper constitutes a basis for all different
types of waveform parameter assignment techniques that em-
ploy ML and conventional methods; alone or together. Proba-
bly, the future techniques for waveform parameter assignment
will be compatible with the proposed inclusive framework.

Feasibility of ML based systems should be analyzed before
applying them into cellular communications systems to see
whether ML provides beneficial solutions together with the
practical and effective conventional techniques. ML systems
will play an important role when classical methods cannot be
designed for different scenarios easily. Combination of ML
and conventional methods may result with optimal solutions
for the RAN technologies.

As a future work, the proposed dataset generation method-
ology can be used to develop large datasets for better ML

models for 6G. Many different information can feed the fea-
ture extractor to obtain useful 6G datasets related with wave-
form parameters. New numerology options, CP utilization
methods and different lattice domains may be integrated to
waveform parameters considering the possible 6G require-
ments. Multiple waveforms can be implemented and then
different work distributions in the proposed framework can
be compared.
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