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ABSTRACT

AIR-GROUND CHANNEL MODELING AND
WAVEFORM CONTAINMENT

Mostafa Ibrahim

M.S. in Electrical, Electronics Engineering and Cyber Systems

Advisor: Prof. Dr. Hüseyin Arslan

March, 2017

The content of this work is divided into two main parts. Part I is dedicated

for characterizing Air-Ground channels. Applications using Air-Ground com-

munications are expected to grow in the future. Low altitude phases of these

wireless links are considered severe channels, as they experience huge delay and

Doppler spreads, however, they are not yet accurately characterized in the litera-

ture. Chapter 1 presents an analytic three-dimensional Air-Ground Doppler-delay

spread spectrum model for dense scattering environments. In Chapter 2, a nu-

merical terrain based Doppler-delay spread model simulator was proposed. It was

demonstrated that the terrain topography a�ects the shape of the Doppler-delay

spread spectrum. The scattering function becomes unique for each terrain and

position of the ground station and air station.

In Part II, waveform design and containment techniques are discussed. A

scheme called Zero tail Filter Bank Spread Orthogonal Frequency Division Mul-

tiplexing (ZT FB-S-OFDM) is proposed in Chapter 3. In this scheme, Raised

cosine (RC) pulses coexist in the same signal, with an abrupt transition of roll-o�

factors α at edges of the stream. The pulses near the edges are RC pulses with

α = 1 and the ones in between have the value α = 0. In Chapter 4, the possi-

bility of using the same scheme but with a smooth roll-o� factors transition is

introduced. This is proposed along with the time-frequency space warping prin-

ciple to preserve the orthogonality between the pulses. Simulations show high

containment gains for both of the proposed schemes.

Keywords: Air-ground, Doppler, doubly dispersve, DFT-S-OFDM, Filter Bank,

warping, nonuniform sampling .
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ÖZET

HAVA-YER KANAL MODELLEMES� VE DALGA
FORMU YERLE�T�RME

Mostafa Ibrahim

Elektrik-Elektronik Mühendisli§i ve Siber Sistemler, Yüksek Lisans

Tez Dan�³man�: Prof. Dr. Hüseyin Arslan

Mart, 2017

Elektrik-Elektronik Mühendisli§i ve Siber Sistemler, Yüksek Lisans

Bu çal�³ma iki ana k�s�mdan olu³maktad�r. Birinci k�s�m Hava-Yer kanallar�n�n

karakterize edilmesine ayr�lm�³t�r. �kinci k�s�m ise, dalga formu tasar�m ve s�n�r-

land�rma teknikleri için ayr�lm�³t�r. Gelecekte, Hava-Yer haberle³mesini kullanan

uygulamalar�n artmas� beklenmektedir. Yüksek zaman ve frekans (Doppler) saç�l-

mas� sebebiyle, bu tür kablosuz linklerin dü³ük irtifa faz� etkili kanallar olarak

kabul edilmektedir. Ancak, literatürde bu tür kanallar�n karakterizasyonuna

dair net bir çal�³ma bulunmamaktad�r. Birinci bölümde, analitik üç boyutlu

gecikme/Doppler yay�l� spectrum modeli yo§un saç�l�ml� ortamlar için sunulmu³-

tur. �kinci bölümde ise numerik bölge tabanl� bir Doppler/gecikme yay�l�m modeli

simülatörü önerilmi³tir. Bu ³ekilde, bölge topogra�sinin gecikme/Doppler yay�l�

spectrumunun ³eklini etkiledi§i gösterilmi³tir. Ayr�ca saç�lma fonksiyonu, yer ve

hava istasyonunun pozisyonu ve bölgesine mahsus de§erler almaktad�r.

�kinci k�s�mda, dalga formu tasar�m� ve s�n�rland�rma teknikleri tart�³�lm�³t�r.

Bu ba§lamda üçüncü bölümde �Zero tail Filter Bank Spread Orthogonal Fre-

quency Division Multiplexing (ZT FB-s-OFDM)� olarak adland�r�lan yeni bir yön-

tem önerilmi³tir. Bu yöntemde, Raised cosine (RC) darbeleri kenarlarda ani de-

vrilme faktörü α geçi³leri ile birlikte ayn� sinyal içinde yer almaktad�r. Kenarlar-

daki darbeler α = 1 de§erine sahipken, ortalarda yer alanlar α = 0 de§eri almak-

tad�r. Dördüncü bölümde, ayn� yöntem devrilme faktörü de§erlerinde yumu³ak

bir geçi³ ile önerilmi³tir. Bu yöntem, darbeler aras�ndaki ortogonalli§i korumak

için zaman-frekans-uzay dolama prensibi ile birlikte önerilmi³tir. Simülasyon

sonuçlar� önerilen her iki yöntem için de yüksek s�n�rland�rma kazançlar� göster-

mi³tir.

Anahtar sözcükler : Hava-yer, Doppler gecikme yay�l�m, DFT-S-OFDM.
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Air-Ground Channel Model

1



Chapter 1

Air-Ground Doppler-Delay Spread

Spectrum

1.1 Introduction

The demand for an Air-Ground (AG) wide band channel model is growing. Appli-

cations like ad-hoc networks with airborne mobile nodes for emergency situations

or humanitarian missions, low �ying air-base-stations, or unmanned military air-

crafts will need highly reliable communication system design. Therefore, we need

accurately characterized AG channel models. According to the comprehensive

review [1] by D. Matolak, there is no accurate, validated model existing for Air-

Ground channels. This motivates our study of AG communication link operation

in the presence of both delay and Doppler spreads, presenting a Doppler-delay

spread spectrum model for AG channels.

The Doppler-Delay-Spread Function was �rst presented by Bello [2] in the con-

text of statistical characterization of wide sense stationary uncorrelated scattering

(WSSUS) channels. In frequency selective time variant channels, the channel im-

pulse response h(τ, t) is time dependent. Applying the Fourier transform to h(τ, t)
with respect to time t, will give a Doppler-variant impulse response p(τ, fd), called

2



the Doppler-delay spread spectrum, or scattering function as referred to in the

literature [3]. A scattering function is su�cient to describe the dispersion caused

by propagation delay τ and the Doppler shifts fd jointly. Air-ground channels

are categorized under non-WSSUS channels, therefore we can't use a stochastic

model to model such channel. Instead of that, a geometric stochastic channel

model (GSCM) approach is used in this study. Our aim in this model is to get

a formula describing the Doppler-delay joint spectrum p(τ, fd) as a function of

positions of ground and air-station, and its three dimensional speed vector.

The following sections are organized as follows; some de�nitions are brie�y

presented in Section 1.2. Related work is discussed in Section 1.3. In section 1.4

the three dimensional geometric model along with the analytic derivations are

presented, in section 1.5 a terrain based scattering function simulator is proposed,

and in section 1.6 we show comparison between the results of the analytic model

and the terrain based simulator. Finally the conclusions are Given in section 1.7.

1.2 De�nitions

This section will go brie�y through some of the important de�nitions essential

for understanding the presented theory. For detailed explanation the reader is

referred to the texts [4] and [3] .

1.2.1 Channel Impulse Response

In a multipath channel, the impulse response is a wideband channel characteri-

zation that contains all information necessary to simulate or analyze any radio

transmission through the channel. This is due to the fact that the wireless chan-

nel can be modeled as a linear �lter with a time varying impulse response h(t, τ).
The time variation is due to the variation of the physical environment.

3



1.2.2 Power Delay Pro�le

For small scale channel modeling, the power delay pro�le Ps(τ) of the channel

is found by taking the spatial average of |h(t, τ)|2 over a local area. By taking

several measurements and averaging them, which removes the time variation and

gives an accurate description of the scatterers e�ect on the transmission. The

channel power delay pro�le is a useful characterization of the channel.

1.2.3 Doppler Spread Pro�le

Scattered signals arriving at the receiver will be Doppler shifted by di�erent

amounts depending on the angle that the arrival path makes with the direction

of movement. Signals arriving from scatterers directly ahead of the receiver will

be shifted higher in frequency; those directly behind will be shifted negatively

by the same amount. The dependency on the angles of the scatterers and where

they are positioned generates a unique Doppler power spread pro�le Ps( fd) that
is environment dependent.

1.2.4 Scattering Function

Also called joint delay-Doppler power spread function Ps(τ, fd), describes the

relationship between delay shifts and Doppler shift for a speci�c environment.

This stems from the fact that, in reality each scatterer has its own delay and

Doppler shifts, and when summing the e�ect of all scatterers a joint relation

appears, and its shape depends on the environment.
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1.3 Related Work

This section presents the previous work in the literature that is related in theory

or led to the development of this study. Looking at the Air-ground channel liter-

ature, Haas [5] and Elnoubi [6] discussed the 2-D delay-Doppler power spectrum

Ps(τ, fd), which is proportional to the joint probability density function p(τ, fd)
of Doppler spreading and delay spreading. It was assumed by Haas [5] that, the

Doppler spread spectrum p( fd) is independent from the delay spread spectrum

p(τ). As Shown in Figure 1.1, Haas assumed that in the landing phase the line of

sight (LOS) path along with the scattered path components, mainly from build-

ings at the airport itself, can be modeled by a Rayleigh process. He also assumed

that the Doppler spread spectrum results from scattered components that are

not isotropically distributed but are assumed to arrive at the front of the aircraft.

Which gives the shape shown in Figure 1.1.

Figure 1.1: Haas's Doppler power spectrum and delay power spectrum for arrival
scenarios.
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However, we are inclined to disagree with Haas's assumptions because of mea-

surement results in [7]. In this work measurements of scattering functions were

taken during a the take-o� phase of the �ight. It was reported that the take-o�

and landing are the most sever channel phases. Figure 1.2 shows the scattering

functions captured during this study. It can be seen that it begins with a mod-

erate Doppler shift, then the Doppler spread gets worse as the velocity increases.

After the take-o� phase ends and the �ight enters the en-route phase the scat-

tering function returns to a Doppler shift again. This happens once the aircraft

is far enough above the buildings.

Figure 1.2: Eight subsequent snapshots of a take-o� sequence

In [8] D. Cox presented a statistical description for Doppler-delay spectrum for

multipath propagation in a suburban mobile radio environment. In [9] G. Acosta

et al. presented a per-tap Doppler spectra for frequency selective vehicle to vehicle

communication. In [10] S. Gligorevic et al. proposed a geometric based stochastic

channel modeling approach to characterize the scattering function for airport

environments. In [11] M. Walter et al. described Air-to-Air analytic Doppler-

delay spectrum, as a function of the planes' positions, but it was limited only for

1-dimensional movements.

Then in [12] a GSCM delay Doppler density function for vehicle-to-vehicle

communications was derived analytically, followed by [13] that presents a gener-

alized Air-Air Doppler-delay spread model, which we will build our study on top

of it after reformulating the distributions p(l |τ) and p(τ) because we don't agree
with them. We will present a model for the air to ground dense scattering envi-

ronments using a geometric model that was also used by [14] to derive a direction

of arrival (DOA) and delay joint distribution. Our presented model is for low

6



altitude platforms, taking-o�, landing or hovering over the ground station.

1.4 Model Geometry

In this section we present the geometric model, we assume that the air-station is

moving at low altitudes above a dense scattering environment e.g., urban areas.

So, the model is for taking-o�, holding, and landing air-craft phases. We are

expecting di�used scattering from all over the area around the tower, assuming

equal contribution from all that area, and equal vertical level for all scatterers.

For the antennas we are assuming omnidirectionality at the tower and at the

air-craft.

Line of sight (LOS) received signal component will be treated separately. The

power ratio between LOS component and complete re�ected components, is the

well known Rice factor KRice, which is not well studied in AG links and needs to

be characterized in future work. Values of KRice in VHF band where measured in

[15] for AG links and they ranged between 2 dB to 20 dB.

The air-craft is separated from the tower by a ground distance dist ., and

altitude hp, moving in 3-dimensions with 3 velocity components vx, vy, and vz.

The tower is ht higher than the city level. From this basic geometry, we write

an expression for the delay τ, as a function of the coordinates of the scatterers,

and the air-craft position. We will do the same for the Doppler shift, then use

the two expressions jointly to get a mathematical formula for the Doppler-delay

spread spectrum.

The scattering point corresponding to the least delay, is taken to be the origin

of the Cartesian coordinates, the plane and the tower lies on the same line at

distances d and k away from the origin, as shown in Figure 1.3.

d =
hp ∗ dist .
hp + ht

, k =
ht ∗ dist .
hp + ht

The expressions for the system model will be written with this coordinate

7
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Figure 1.3: Geometric model

system. Taking the length of any scattered path l = τ.c, the delay equations are

τLOS =
1

c

√
dist2 + (hp − ht)2 (1.1)

τ(x, y) = 1

c

[√
h2t + (k + x)2 + y2

+

√
h2p + (d − x)2 + y2

]
(1.2)

The Doppler shift of each path fd = v/λ , where v is the rate of change in path

length.

fdLOS =
1

λ
vLOS =

1

λ

dlLOS

dt
=

1

λ

dist .vx + (hp − ht)vz√
dist2 + (hp − ht)2

(1.3)

fd(x, y) =
1

λ

(d − x)vx + y.vy + hp.vz√
(d − x)2 + y2 + h2p

(1.4)

From (1.2) and (1.4), p( fd |τ) and p(τ) will be derived, then multiplied together

to get the joint probability density function p(τ, fd) = p( fd |τ)p(τ).
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1.4.1 Delay Dependent Doppler Spread Spectrum p( fd |τ)

Our �nal goal in this section is to derive p( fd |τ) from the space-dependent Doppler

expression, and its distribution as will be shown. The delay expression draws

elliptical contours on the x-y plane for di�erent τ values. From (1.2) we can

easily get the equation of this ellipse, function of delay:

y(x, τ) = ±
√

ax2 + bx + c (1.5)

where a, b and c are functions of τ, hp, ht , and dist . Substituting y(x, τ) in fd(x, y)
expression we get the Doppler shift as a function of delay τ and x

fd(x, τ) =
1

λ

vx(d − x) ± vy
√

ax2 + bx + c + hp.vz√
((d − x)2 + ax2 + bx + c + h2p)

(1.6)

According to [16], the distribution of fd given delay p( fd |τ), in terms of p(x |τ) is:

p( fd |τ) =
p(x1 |τ)
f ′d(x1 |τ)

+
p(x2 |τ)
f ′d(x2 |τ)

+
p(x3 |τ)
f ′d(x3 |τ)

+
p(x4 |τ)
f ′d(x4 |τ)

(1.7)

where x1, x2, x3 and x4 are the roots of the inverse mapping of fd to x. In our case,

we will have 4 roots. We can get this inverse mapping and f ′d(x, τ) numerically,

or we can derive a closed form from (1.4) . By substituting in (1.7) we will get

the desired Doppler-given delay spread spectrum p( fd |τ). Next, the distribution
p(x |τ) will be discussed.

1.4.2 Deriving the Distribution of x, p(x |τ)

We should derive p(x |τ) such that the probability of di�used scattering from any

point on the ground is equal. According to [16] we can write the distribution of

x as

p(x |τ) = p(l |τ)���� dl
dx

���� (1.8)

9



solving this gives

p(x |τ) =√
a(a + 1)x2 + b(a + 1)x + (b/4 + c)

ax2 + bx + c
× p(l |τ)

norm

(1.9)

where norm is a normalization factor, corresponding to the perimeter of the

ellipse.

In [13], the probability of scattering from any point on the perimeter of the el-

lipse p(l |τ) is said to be uniform, but we disagree with this assumption. As shown

in Figure 1.4 the contours of equal τ are plotted, the green cross represents the

ground-station position, while the plane shape represents the air-station position.

we can understand that the uniformity is violated specially for small ellipses,

which correspond for early values of τ, because the ellipses are non-concentric.

Hence, the contribution of scattering points falling on the circumference of the

ellipse are not equal.

In this study an approximation is proposed for the distribution p(l |τ). We will

assume that the distribution is linear as shown in Figure 1.4. The highest value

of p(l |τ) is proportional to the changing rate of the ellipse's vertex xmax, with

respect to the delay τ, Rxmax = dxmax/dτ, and the lowest value proportional to

Rxmin = dxmin/dτ.

p(l |τ) =
{
D(x) x ∈ [xxmin, xxmax]
0 otherwise

(1.10)

D(x) =

2(x − xmin)(Rxmax − Rxmin)
xmax − xmin

+ Rxmin

Rxmax + Rxmin

The values of Rxmax and Rxmin can be calculated numerically from the equation

of ellipse, or di�erentiated analytically from (1.5).

To compare the assumption of uniform p(l |τ) with our proposed distribution,

we show a delay dependent Doppler pro�le in Figure 1.5, at a low delay. The

10



x

y

xmaxxmin

x

p(l|τ)

Figure 1.4: The proposed distribution of p(l |τ), for di�erent delays.

blue colored distribution is calculated using the ray-tracing algorithm mentioned

in Section 1.5, the red colored one is using the proposed distribution and the

green colored one is plotted using the assumption of uniform p(l |τ) .

1.4.3 Deriving the Marginal Delay Distribution p(τ)

In this section we will derive the marginal distribution p(τ). It should be noticed

that the propagation loss exponent is not involved in the mathematical derivation,

and it should be multiplied by the derived p(τ) in case of channel emulation. The

cumulative distribution of τ is simply the ratio of the area of the speci�ed τ ellipse

to the area of the τmax ellipse.

CDF(τ) = A|τ
A|τmax

, A =
π
√
−a
[c − b2

4a
] (1.11)
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Figure 1.5: Comparing Doppler pro�les for di�erent p(l |τ) distributions

Notice that a is always a negative value and c is a positive value.

p(τ) = dA|τ
dτ

1

A|τmax
(1.12)

dA
dτ
=

dA
da

da
dτ
+

dA
db

db
dτ
+

dA
dc

dc
dτ

(1.13)

By direct substitution of τ and τmax in (1.13), we get p(τ) which should be

multiplied after that by the propagation loss exponent.

1.5 Terrain Based Doppler-Delay Model

The motivation for a terrain based model is that in real scenarios, mountains

and valleys change the boundaries and shape of the scattering function. Also,

the assumption that scattering rays from the ground contributes equally to the

scattering function is violated, because mountains block some of the rays from

reaching some regions on the ground. In addition to that, the scattering coe�-

cients should depend on the type of the terrain that the di�used re�ections are

coming from, i.e., an urban region, a rural region, and a sea surface, they all

should have di�erent scattering coe�cients. Those scattering coe�cients should
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be characterized from real measurement campaigns. We leave this for a future

study. One extra thing to add is the antenna patterns. A simulation based model

will be �exible to modify its antenna patterns rather than being stuck with the

omni-directional patterns, which give non-accurate estimate for the scattering

function.

In this modi�ed model, the regions shadowed by other higher regions will be

removed from the scattering points set, then the scatterers elevations are added,

which reformulate the delay and Doppler expressions as follows

τLOS =

1

c

√
(ha + za − hg − zg)2 + (xa − xg)2 + (ya − yg)2

(1.14)

fdLOS =
1

λ

(xa − xg).vx + (ya − yg).vy + (ha − zg).vz√
(xa − xg)2 + (ya − yg)2 + (ha − zg)2

(1.15)

where ha is height of the plane relative to za and hg is the height of the ground

tower relative to zg. The values za and zg are the altitudes of the terrain points

corresponding to the air-craft and the ground tower positions, respectively. The

coordinates (xa, ya) and (xg, yg) are the positions of the air-craft and the ground

tower respectively.

Then the τ(x, y) of the scattered rays as a function of the position of the

scatterer will be

τ(x, y) = 1

c
(
√
(ha + za − z)2 + (xa − x)2 + (ya − y)2

+

√
(hg + zg − z)2 + (xg − x)2 + (yg − y)2 )

(1.16)

and fd(x, y) of the scattered rays as a function of the position of the scatterer

will be

fd(x, y) =
1

λ

(xa − x).vx + (ya − y).vy + (ha − z).vz√
(xa − x)2 + (ya − y)2 + (ha − z)2

(1.17)
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A basic single-bounce ray tracing algorithm is used to remove those sight

blocked regions from the scatterer points set. We set the tower as the center of

spherical coordinates, then scan the terrain as shown in algorithm 1, and remove

the points that doesn't satisfy the condition presented. The terrain elevation

values z(φ, r) can be extracted from digital elevation model (DEM). The red

dashed region in Figure 1.6 represents the removed points.

Algorithm 1 Removing shadowed regions

1: procedure Scan terrain

2: θ = −90o . initially
3: for φ = 0 to 360o do

4: for r = 0 to edge of map do
5: if (z(φ, r) − htwr) ≥ rtan(θ) then
6: θ = arctan( z(φ, r) − htwr

r
) . update θ

7: elseremove the point (φ, r) from the set
8: end if

9: end for

10: end for

11: end procedure

Figure 1.6: Geometry of shadowed-regions-removal algorithm

We apply the values of the terrain altitudes into (1.16) and (1.17) for the

scattering points set, and that gives us another set of τ and fd values. We use

these sets jointly, to get a numerical joint frequency function, and that will be

the required terrain based scattering function.
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1.6 Results

In this section we will show the results of the terrain-based Doppler-delay spread

model and the analytic air-ground Doppler-delay spread model side by side. For

both models, the air-station will be at altitude 700 m, and 1500 m away from

the ground-station. The ground station height is 50 m. The air platform speed

components are vx = 15 m/s, vy = 10 m/s, and vz = 5 m/s which are relatively

low speeds for air crafts, but fair for aerial base stations.

Figure 1.7: DEM of Kocaeli, Turkey, scale 1:20

Figure 1.8: Result of shadowed areas removal algorithm

For the terrain simulations we use DEM for a hilly terrain area in Kocaeli,

Turkey. As shown in Figure 1.7. The ground-station is 216 m above sea-level,

and we have 400 m above sea-level mountains, and 150 m above sea-level valley.

The position of the ground station is shown on the �gure as a green cross, with

the air platform shown below it. The result of the shadowed regions removal

algorithm is shown in Figure 1.8.

The comparison between the Doppler-delay spread spectra of the analytic
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Figure 1.9: Analytic vs terrain-based Doppler-delay spread spectrum results

model, and the terrain based model is shown in Figure 1.9 normalized with re-

spect to carrier frequency. We observe that the scattering function is unique for

each terrain and position of ground station and air station. It's also observed that

mountains-even if not high- can make the Doppler-delay spread spectrum wider.

Because, high altitude scatterers will contribute higher Doppler shifts than its

delay equivalents at lower altitudes. Regions that are blocked don't contribute

to the scattering function, and will result in a non-continuous Doppler pro�le.
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1.7 Conclusion

In this study we presented a three dimensional geometric stochastic channel model

(GSCM) for Air-Ground Doppler delay spread spectrum. Reformulated the con-

ditional distributions of scatterers on delay-contour segments, and the marginal

delay distribution, found in the literature. Also we proposed a numerical terrain

based Doppler-delay spread model simulator. Finally, we compared the analytic

model, with the terrain based Doppler-delay simulator results. We found that

the terrain topography a�ects the shape of the Doppler-delay spread spectrum,

and it becomes unique for each terrain and position of ground station and air

station.

17



Part II

Well Contained Signals
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Waveforms are the physical shape of the analog signal that carries information.

The shape of the waveform gets generated from the data and the pulse shapes

involved in forming the waveform. Waveforms are evaluated based on some key

performance parameters, like spectral e�ciency, and peak to average power ratio

(PAPR). Waveform Containment or localization are one of the critical perfor-

mance parameters, as it shows how much a signal is leaking or interfering with

neighboring signals. Depending on the system requirements, signal containment

sets the need for guards in frequency or time domains; hence it is correlated with

the spectral e�ciency parameter. A well-localized symbol can be formed from

well-contained pulses. In the literature, there are many proposed pulse shapes

[17] each with its spectral e�ciency vs. containment compromise. Pulses with the

lowest side lobes have the least spectral e�ciency. The containment of a wave-

form is evaluated over the whole symbol, with all the pulses combined. Mixing

di�erent pulses in the same symbol would be a good idea because it will allow

using high contained low spectral e�ciency pulses only at the edges of the signal

band. However, it does not ensure orthogonality between the pulses, because

each pulse occupies the time-frequency space uniquely.

This part is dedicated to new techniques for signal containment. The main

Idea is mixing di�erent pulse shapes with di�erent parameters in the same signal.

In Chapter 2, a modulation scheme that mixes raised cosine pulses with di�erent

roll-o� factors α is proposed. The scheme is called Zero Tail Filter Bank Spread

OFDM (ZT FB-S-OFDM) because it uses �lter banks to generate raised cosine

shaped pulses with α values of 1 and 0 in the same signal. The abrupt transi-

tion between the roll-o� factors maintains orthogonality between pulses and puts

the pulses with high α values on the edges of the signal. However, the pulses

with α = 1 have half the spectral e�ciency of the pulses with α = 0. This

means that it is expected to have a compromise between spectral e�ciency and

signal containment, but the results show enhanced performance comparing the

proposed scheme with the conventional schemes at the same spectral e�ciency.

In Chapter 3, the technique is taken one step further. Instead of the abrupt tran-

sition between the roll-o� factor values, a smooth transition is proposed. The

orthogonality is maintained by introducing the principle of time-frequency space
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wrapping. The smooth transition between the roll-o� factors allows for more en-

hanced performance than the one gained in the case of the abrupt transition in

ZT FB-S-OFDM.
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Chapter 2

Zero Tail Filter Bank Spread

OFDM

2.1 Introduction

The vision for 5G systems includes a large variety of applications with demand-

ing performance requirements. Besides the desire for more data rates, there will

be a demand for services with high mobility. This requires systems with higher

Doppler spread immunity. Tactile Internet will require ultra low latency sys-

tems. Internet of Things (IoT) will require ease of synchronicity, hence lower

out-of-band emission (OOBE) is required, as well as power and cost-e�cient

implementations. The support of multi-input and multi-output (MIMO) sys-

tems, beam-forming and mm-wave technologies is also important. These require-

ments push the limits of the current orthogonal frequency division multiplexing

(OFDM) systems beyond its capabilities. Several useful improvements over the

conventional OFDM system have been proposed in the literature. A Scheme

like �ltered-OFDM [18] aims at easing synchronicity requirements, while keep-

ing the inter-symbol interference (ISI) and inter-carrier interference (ICI) within

acceptable limits. Generalized Frequency Division Multiplexing (GFDM) [19]

features low PAPR compared to OFDM, and lower OOBE. Universal Filtered
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Multi-Carrier (UFMC) [20] aims at easing synchronicity requirements too. Filter

Bank based Multi Carrier (FBMC) [21] applies �ltering per subcarrier to achieve

signal containment in time and frequency domains. All of the aforementioned

waveforms have their own advantages and disadvantages, and the comparison of

them is out of the scope of this work.

In this study, a single carrier (SC) system is presented and motivated based on

its simplicity and e�ciency. In terms of power, SC systems exhibit lower PAPR

values, and for channel impairments, they are less sensitive to carrier frequency

o�sets. The proposed system is called Zero Tail Filter Bank Spread OFDM (ZT

FB-S-OFDM). It is an improved version of Zero Tail Discrete Fourier Transform

Spread OFDM (ZT DFT-S-OFDM). An additional �exibility is proposed over the

spreading technique, solving the problem of non-perfect zero-tails in ZT DFT-S-

OFDM. In the classical DFT-S-OFDM [22], the time symbol has a cyclic pre�x

(CP) to convert the linear convolution of the channel into a circular convolution,

for simplifying frequency domain channel estimation and equalization. In ZT

DFT-S-OFDM the cyclic pre�x is replaced by a zero-tail. Unlike cyclic pre�x,

it is �exible in length and can be adjusted to match the channel time spread

requirements. Moreover, by using zero-tails instead of CP, the waste of power

over CP part is saved.

Unique word (UW-) OFDM [23] replaces CP with a unique word that can be

set to be a zero-tail. The advantage of ZT DFT-S-OFDM over UW-OFDM is the

lower computational complexity to introduce a zero-tail. As ZT DFT-S-OFDM is

a single carrier scheme, adding a zero-tail is as simple as adding zeros as symbols.

In addition, UW-OFDM has a power penalty of the redundant sub-carriers.

In ZT DFT-S-OFDM, the time domain pulses leak into the zero-tail portion

of the symbol. This non-perfect zero-tail leaks power to the consecutive ZT

DFT-S-OFDM symbol, in presence of time-dispersive channels. This makes the

performance ISI limited rather than being noise limited. Therefore, the main

motivation in the proposed scheme is to suppress the leakage of zero-tail to the

consecutive ZT DFT-S-OFDM symbol. In ZT FB-S-OFDM, the DFT block is

22



replaced by a �lter bank multicarrier block. This enables the shaping of each pulse

on its own, hence having di�erent pulse shapes in the same stream. Two pulse

shapes will be mixed in this system, sinc-shaped pulses and raised cosine (RC)

shaped pulses. RC-shaped pulse is chosen for its low side lobes and capability of

being orthogonal with sinc-shaped pulses.

The chapter is arranged as follows: Section 2.2 discusses the conventional ZT

DFT-S-OFDM. The proposed ZT FB-S-OFDM scheme is presented in Section

2.3. In section 2.4, a simple implementation technique for the transmitter and

the receiver is presented. Section 2.5 is reserved for simulations and results and

Section 2.6 for the conclusion.

2.2 ZT DFTs-OFDM System

A Zero Tail DFT-Spread OFDM [24] system structure is similar to the traditional

DFT-S-OFDM [22] system. They share the same transmitter and receiver struc-

tures, and same performance characteristics, such as low PAPR and frequency

domain channel equalization (FDE) capability. DFT-S-OFDM is a single carrier

scheme where data symbols go through a DFT block of order M followed by an

IFFT of order N. This process is equivalent to taking the complex data symbols

from the time domain to frequency domain then back to the time domain after

spreading them with a factor of N/M. In other words, DFT-S-OFDM spreads

each complex symbol into an up-sampled pulse shape. Due to the inherent rect-

angular shape of DFT and IFFT windows, the resulting pulses are sinc-shaped

in the time domain.

In order to apply frequency domain equalization, the cyclic nature of the signal

should be preserved. This is one of the reasons that CP extension has been

considered for OFDM and DFT-S-OFDM systems. On the other hand, ZT DFT-

S-OFDM replaces this cyclic pre�x with a zero-tail. The zero-tail is introduced as

a part of the modulated symbols. The system spreads the complex data symbols

to sinc-shaped pulses which power decays slowly with time. As a result, the power
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over data pulses leaks into the zero-tail portion, which causes the existence of

non-perfect zero-tails.

Figure 2.1: Zero-tail of the �rst symbol is interfering with the second symbol

Non-perfect zero-tails cause power leakage into the consecutive ZT DFT-S-

OFDM symbol, in the presence of time dispersive channels, as shown in Figure

2.1. Therefore, the system performance becomes ISI limited rather than being

noise limited. In other words, an error �oor due to the ISI is observed in the

bit error rate (BER) performance. In the conventional system, to avoid power

regrowth at the tail zero-heads are added. To decrease the power leaked from

zero-tails further, the zero-heads length can be extended. In the next section, the

proposed scheme will be introduced as a solution to reduce the power over the

zero-tails.

2.3 Zero Tail Filter Bank Spread OFDM

Using �lter banks for multicarrier modulation was �rst introduced in the literature

even before the invention of OFDM [25]. In the proposed scheme shown in Figure

2.2, the DFT block in the conventional DFT-S-OFDM is replaced with a �lter

bank block. A bank of subcarriers enables the system to shape each pulse on its

own in time domain. Allowing the use of pulses that is more contained in the

time domain. Thus, data symbols contribute less power leakage to the zero-tail

region.

Other Nyquist pulses can be introduced to replace the sinc-shaped pulses. The

proposed is to let sinc-shaped pulses coexist with other raised cosine-shaped pulses

of other α values, all in the same stream, without breaking the orthogonality

condition.
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Figure 2.2: Transmission system of Filter Bank Spread OFDM

To describe this system in equations, the input complex symbols vector q is

q = [zh data zt] (2.1)

where zh and zt are the zero-heads and zero-tails respectively. The output of the

�lter bank will be

FB( f ) =
Ms−1∑
m=0

q(m) e− jCm2π f /Mgm( f ) (2.2)

where Ms is the number of the input symbols, Cm decides the subcarrier incre-

ments in the frequency domain, and accordingly the place of the pulse in time

domain, gm( f ) is the shape of the �lter (or the window in frequency domain).

Like DFT, f is de�ned as f = 0, 1, · · · , M − 1 . So, gm( f ) is also a vector with M

samples, and the �lter bank block is represented by an Ms × M matrix. Finally,

the output of the �lter bank is applied to the IFFT block and the output word

is as follows:

word(t) = IFFT(FBMs×M × PM×N ) (2.3)

where PM×N is the mapping matrix that represents the mapping operation before

the N-sized IFFT block, and as before N > M.

In the time domain, an RC-shaped pulse with high α value is more contained

than one with low α. This means that using a high valued α pulses near the

zero-tails is preferred, as it leaks less power to the tails. On the other hand, the

25



inner pulses are not critical. But, using higher α causes the pulses near the edges

to take more bandwidth than the assigned resource block bandwidth. To Keep

all the pulses within the same bandwidth, RC-shaped pulses need to be extended

in time with the same α factor.

In the proposed waveform, the pulses that are located around the edges, are

assumed to be RC shaped with a roll-o� factor of 1. In order to make these pulses

orthogonal to the sinc-shaped pulses and at the same time preserving the same

bandwidth, in the time domain, they are extended to have twice the period of the

inner pulses, as shown in Figure 2.3. The mathematical proof for orthogonality

is given in the Appendix. The data symbols shaped with RC pulses are referred

to as rh for the heads region, and rt for the tails region. The data symbols shaped

with the sinc �lter are referred to as s.

Figure 2.3: Pulse structure at the transmitter

In the conventional system, the parameters in (2.2) are as follows: Cm are

increments of integer numbers and gm( f ) are square-shaped windows. However,

in the proposed scheme, they change over m values as follows:

cm =



m ;m < zh

2m − zh ; zh 6 m < zh + rh

m + rh ; zh + rh 6 m < zh + rh + s

2m − s − zh + 1 ; zh + rh + s 6 m < Ms − zt

m + rh + rt ; M − zt 6 m < Ms

(2.4)
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gm( f ) =


RC window ;m < zh + rh

1 ; zh + rh 6 m < zh + rh + s

RC window ; zh + rh + s 6 m < Ms

(2.5)

where Ms the total number of modulated symbols

Ms = zh + rh + s + rt + zt . (2.6)

It is obvious that the number of transmitted data symbols decreases by (rh+rt) to
enhance the BER performance. Alternatively, this can be done in the conventional

system by increasing the value zh and zt lengths [24]. Therefore, the simulation

section needs to show that the proposed scheme outperforms the conventional

scheme for the same number of data symbols.

2.4 Implementation and Complexity

The complexity of implementation is one of the distinguishing factors among

di�erent schemes. When choosing a scheme, there is always this compromise

between performance and computational complexity. Filter banks are computa-

tionally consumptive and add complexity to the implementation. Filter banks

were implemented with polyphase networks in [26]. However, the roll-o� factor

values are proposed to alternate between 0 and 1, as discussed in the previous

section. This α pro�le makes it easy to implement the scheme with FFT blocks

rather than polyphase structures as shown Figure 2.4.

We shall split our data symbols among two superimposing groups D1 and D2.

The one that we intend to shape as raised cosine pulses are passed through a

DFT followed by an RC windowing function. The rest of the data symbols are

passed through another DFT block. Both DFT blocks have the same M-size and

identical subcarrier spacing. Similar to the conventional system N > M. Input
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Figure 2.4: Transmitter implementation

vectors are

D1 =[zeros(zh) d0 0 d1 0 d2 0 ... drh−1 0 zero(s) 0 ds+rh 0 ds+rh+1 ...

0 ds+rh+rt−1 zeros(zt)]T (2.7)

D2 =[zeros(zh + rh) drh drh+1 drh+2 ... drh+s−1 zeros(rt + zt)]T . (2.8)

From (2.7) and (2.8), the data symbols belonging to the rh and rt regions are

separated by zeros between each two symbols. This is due to the fact that each

corresponding pulse occupies twice the time than the sinc-shaped pulses do. The

size of the DFT blocks M will be

M = zh + 2rh + s + 2rt + zt . (2.9)

The receiver architecture is the inverse of the transmitter. In addition to that, a

frequency domain equalization block exists right after the FFT block as shown in

Figure 2.5. Note that the received Rh and Rt regions are now oversampled, and

each two useful data symbols are separated by a value × that shall be discarded.

Data symbols will be picked from the same positions that are placed beforehand

on the transmitter side.
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Figure 2.5: Receiver implementation

2.5 Simulations and Results

In order to get more understanding of how does ZT FB-S-OFDM scheme perform

compared to the conventional scheme, this section will simulate 4 main aspects.

First one is the leakage caused by non-perfect zero-tails for di�erent zh, zt, rh and

rt values. Second, BER performance of the proposed scheme is given. Third, the

PAPR performance and the e�ects on the PA e�ciency is discussed. Finally, the

spectral containment is described. It was explained that by increasing rh and rt ,

the length of data symbols is reduced. For a fair comparison, results compare the

proposed and the conventional system with the same data symbol rate.

2.5.1 Non-Perfect Zero-Tail Leakage Contours

In the conventional scheme, there is the option to extend zh and zt to decrease the

power over the zero-tails. The following contours compare this with the option of

extending rh and rt , in the presence of time-dispersive channels. An exponential

power delay pro�le and a uniform power delay pro�le are used for this section.

Simulation parameters are M = 144, N = 512 and channel is a multipath Rayleigh

fading channel, with exponentially decaying and uniform power delay pro�les

(PDP); for the uniform channel τmax = 40Ts, and for the exponential channel

τrms = 11.5Ts. These values are referred to sample duration Ts.
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Figure 2.6: Contours describing the gains in leakage reduction for extending zh, zt
in the conventional system, and rh, rt in the proposed system

In this section, the function leakage() is de�ned, which calculates how much

power is leaked from the non-perfect zero-tails to the consecutive ZT FB-S-

OFDM symbol, due to channel dispersion. Figure 2.6 shows leakage gains for

di�erent zh, zt, rh and rt values compared to the leakage of higher leakage op-

eration points. To clarify, Figure 2.6(a) shows the contour of the gain func-

tion: gain = leakage(zt = 20, zh = 4)/leakage(zt, zh). It is shown that all the

points with zt > 20 and zh > 4 have less leakage than the reference point

leakage(zt = 20, zh = 4). They also have less throughput due to the loss of

data symbols either because of extending (zh + zt) or (rh + rt). Hence, there is

a compromise between less leakage and more throughput. The contours show a

trajectory of points of operation (zh, zt) for the conventional system, and (rh, rt)
for the proposed system. Marked by stars in Figure 2.6, these trajectories of

points satisfy the least leakage for a speci�c throughput.

Next, the gain of extending rh and rt over extending zh and zt is shown in Figure

2.7. We de�ne the variable l as the extension of (zh+zt) in the conventional system
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Figure 2.7: Gain in leakage reduction, of the proposed system, vs degradation in
throughput ”l”.

or the extension of (rh + rt) in the proposed system. The points with the same

throughput (marked with stars in Figure 2.6) are picked to show the gain over

the conventional system.

2.5.2 BER Performance Evaluation

In this part, the system is evaluated in a multipath Rayleigh fading channel, with

exponentially decaying PDP. The rms delay spread is τrms = 7Ts. Results for

a uniform PDP with maximum excess delay of τmax = 40Ts, is also presented.

Where Ts is the sample duration. The interference is simulated with two con-

secutive QPSK modulated ZT FB-S-OFDM symbols. The zero-tail of the �rst

ZT FB-S-OFDM symbol leaks into the second symbol and degrades its perfor-

mance.The simulations are based on evaluating the performance of the second

ZT FB-S-OFDM symbol. Both symbols have the same zt , zh, rh and rt . Full

channel knowledge at the receiver is assumed. Zero-forcing FDE equalization

is performed. From the previous section, the points of operation are shown in

the legend of Figure 2.8. It is obvious that the conventional system su�ers from
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Figure 2.8: BER vs SNR with di�erent channel PDPs, M=144 N=512.

higher error �oor in BER performance, which means that the system performance

is ISI limited. Therefore, the less the leakage, the less the interference and the

better the BER performance. We can see that the system exhibits higher gains

in a uniform delay spread pro�le channel.

2.5.3 Power Ampli�ers and PAPR

For the zero-tail category of signals, it is useful to treat the signal as a multimode

signal, each mode with its own PDF and PAPR values. Power ampli�ers can

operate at di�erent backo� values for each mode. Among the several techniques

of PA design, Envelope tracking is the best for multimode operation [27]. In this

line of thought, the complementary cumulative distribution function (CCDF)

of the PAPR is calculated, for the sinc-shaped pulses region separately from

the RC-shaped pulses region. This also means that the length of the zero-tail

region does not a�ect the CCDF because it is considered as a separate mode of

operation. Figure 2.9 shows that the RC-shaped pulses region have better PAPR

than the sinc-shaped pulses region, and the PA can operate with higher e�ciency
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Figure 2.9: CCDF of PAPR for the two regions of operation

in the RC-shaped pulses region. So, an improvement in terms of PA e�ciency is

achieved, depending on the ratio of rh + rt to the time duration of the signal.

2.5.4 Spectral Containment

In OFDM and DFT-S-OFDM systems, abrupt transitions between symbols in

the time domain causes high OOBE in the frequency domain. In the case of ZT

DFT-S-OFDM technique, the transitions are from the zero-tails of one ZT DFT-

S-OFDM symbol to the zero-heads of the consecutive symbol. Thus, the usage

of zero-tails and zero-heads decreases the e�ect of abrupt transitions between

symbols. In ZT FB-S-OFDM, due to decreasing the power of zero-tails and zero-

heads, the abrupt transitions are lower. As a result, the OOBE is lower than the

conventional ZT DFT-S-OFDM, as shown in Figure 2.10. This is an advantage

over the systems that uses CP because low OOBE became an inherent property

in the signal without the need of additional windowing.
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Figure 2.10: Power spectral density estimates for both systems.

2.6 Conclusion

A new scheme called Zero Tail Filter Bank spread OFDM is proposed. The

scheme enables mixing di�erent pulse shapes in the same stream. In this study,

it is speci�cally proposed to have raised cosine-shaped pulses with sinc-shaped

pulses side by side in the same symbol. This introduces an enhancement over the

conventional ZT DFT-S-OFDM. Replacing sinc-shaped pulses with RC-shaped

pulses near zero-tails reduces tails leakage signi�cantly and keeps the orthogonal-

ity between both pulses. Also, an implementation technique using FFT and IFFT

blocks was presented. Then, in the simulation section, the lengths of RC regions

rh and rt with the tails zh and zt are shown to have optimum values. Contours of

these values are shown with di�erent channel power delay pro�les. In conclusion,

reducing the zero-tail leakage improves the BER and OOBE performance. Fur-

thermore, we learn that the RC-shaped region of the proposed waveform o�ers

better PAPR, hence, higher power e�ciency.
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Chapter 3

Time-Frequency Space Warping For

Well-Localized Signals

3.1 Introduction

In Orthogonal Frequency Division Multiplexing (OFDM) systems [28] the rect-

angular shaped window of the time domain symbol, results in sinc-shaped sub-

carriers. Side-lobes power of a sinc shapes subcarrier dies slowly. Therefore, the

subcarriers on the edges of the spectral band leak signi�cant power out of the

assigned band. This leakage is referred to as Out-Of-Band Emission (OOBE). In

single carrier systems, like Zero-Tail Discrete Fourier Spread OFDM (ZT DFT-

S-OFDM) [24] the mapping to the IFFT is a rectangular shaped window. So,

pulses in the time domain are sinc-shaped. Meanwhile, a portion of the ZT

DFT-s-OFDM symbol is zeroed out as a guard period, instead of a cyclic pre�x.

Again, the side lobes of sinc-shaped data pulses leak into the zero-tail portion,

causing performance degradation in the presence of a time dispersive channel.

Suppressing zero-tail in the case of single carrier systems, or OOBE in multi-

carrier systems is vital for interference suppression and better performance in

communication systems.
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In the literature, there are many techniques to get lower power sidelobes in

time or frequency domains. The simplest of them is to assign null pulses or

guard subcarriers at the edges of the data stream or the spectral band [29]. Time

domain windowing is also a widely used solution [30],[31], it transforms the sinc-

shaped pulses into pulses with faster-decaying side lobes. However to keep the

orthogonality the symbol duration needs to be extended, hence the loss in spectral

e�ciency. Non-orthogonal windowing was also proposed in the literature as in

�ltered-OFDM scheme [18]. However, windowing the entire symbol is a waste of

resources, because pulses are treated equally while they don't contribute equally

to sideband emissions. In the direction of using di�erent pulses in the same

stream, it was proposed in [32] to have raised cosine (RC) shaped subcarriers with

di�erent roll-o� factors α along the subcarriers, but orthogonality was sacri�ced.

In the work presented in Chapter 2 [33], orthogonality was kept, by using two

sets of raised cosine shaped pulses in the same stream, with the higher contained

pulses (α = 1) on the edges, and the less contained (α = 0) in-between, because

pulses on the edge contribute more to the sidelobes. Therefore, it is useful to use

the roll-o� factors of RC pulses as a degree of freedom to suppress the sidelobes

of the waveform, allowing a smooth transition of roll-o� factors along the pulses.

But if the pulses need to have the same occupancy in the transform domain, it

will harm the orthogonality. The only way not to miss with the orthogonality

is to introduce an extra degree of freedom to compensate for the roll-o�-factors

change along the pulses.

Axis warping principle [34] is proposed as an additional degree of freedom

to contain the signal. The idea is to use pulse shapes with low side lobes at the

edge of the signal band, which occupy more space in the transform domain. Time-

frequency space warping can be used to shrink the transform domain at the edges,

to compensate for the extension introduced by roll-o� factors, without a�ecting

the orthogonality. With this technique, a smooth roll-o� factor pro�le can be

used, which was not possible previously without a�ecting the orthogonality. This

work also falls under the context of nonuniform sampling [35] and nonuniform

�ltering.

Next section, the axis warping principle is explained, showing its e�ect on the
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time-frequency lattice. Then in Section 3.3, implementation of time-axis warping

for single carrier (SC) systems is proposed. Followed by generating the warping

function in Section 3.4. Which is based on an optimum roll-o� factors pro�le,

derived in Section 3.5. Finally, simulation and results are presented in Section

3.6 and the conclusion is in Section 3.7.

3.2 Axis Warping as a Unitary Transformation

Time axis or frequency axis warping [34] can be described as the manipulation

of the sampling points of that axis, from equispaced to nonuniformly spaced

samples. It is performed by changing of variables or mapping the axis of change

from a linear operator to a nonlinear operator, allowing us to smoothly slow

the signal at some points and speed it up at other points. Sinc pulses have

high side lobes that die slowly, so a big set of apodization functions exists for the

purpose of suppressing those sidelobes at the expense of extending the occupancy

of pulses in the transform domain. In this study, we will work with Raised Cosine

(RC) windowing function. However, the principle should not be limited to this

windowing function. In RC pulses, the roll-o� factor α is the degree of freedom

that suppresses the side lobes of the RC pulse on the expense of extending it

in the transform domain. The motivation behind introducing the operation of

axis warping is to add an extra degree of freedom to control the time-frequency

occupancy compromise.

A signal can be presented in terms of its orthonormal bases, in the Hilbert

space of square integrable functions. This space has its inner product de�ned as

< g, h >=
∫
g(τ)h∗(τ)dτ for g, h ∈ L2, norm is de�ned as ‖ h ‖2=< h, h >. A

variety of bases changing transformations can be applied to a signal, converting

the traditional coordinate system into a new system with di�erent properties,

those are called unitary transformations. A unitary operator U is a linear trans-

formation from a speci�c Hilbert space onto another U : L2 7−→ L2 [36], as an

example, Fourier transform is a unitary transformation that maps the signal from

the time axis to the frequency axis. A general formula for representing a unitary
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transform U on L2 for a signal s uses the following integral.

(Us)(τ) =
∫

KU(τ, v)s(v)dv (3.1)

With the integration Kernel KU is composed of orthonormal sets on L2.

Axis warping is a subclass of unitary transformations, which can be represented

as

(Us)(x) = |w′(x)|1/2s[w(x)] (3.2)

Where w the axis warping function, is a smooth monotonic one-to-one function,

that sets the relationship between the new time-frequency coordinates and the

standard coordinates. Generally warping can be applied to time domain or fre-

quency domain, and it a�ects the new coordinates according to the following

equations.

x̃ = w(x) , ỹ = y
dw−1(w(x))

dx̃
. (3.3)

If the warping was on the time axis, x would represent the time operator, and y

would represent the frequency operator. If the warping was on frequency axis, x

would represent the frequency operator, and y would represent the time operator.

As an example, let the warping function on the time axis be w(t) = (1− sig(t)) t +

sig(t) 12 t , where sig(t) is a sigmoid function that equals 1 as t →∞, and equals 0

as t → −∞. Obviously this warping function smoothly warps the time axis from

t to twice its scale 2t, as if it is smoothly slowing the time axis. As a Unitary

transform, the warping should a�ect the time and frequency lattice in the same

time with the relationship in (3.3). Figure 3.1 shows the warping e�ect on the

time-frequency lattice.

In this study, the criterion for generating the warping function is to equalize

the spread caused by the roll-o� factors of the RC pulses. For windowing in

Figure 3.2(a), the window is applied to all the pulses equally. The inner pulses

are treated the same as the outer pulses, so the windowing extension for the inner

pulses are considered as a waste. On the other hand, the warping replaces the

extension to the other domain but only for the outer pulses that have higher

roll-o� factors α. As shown in Figure 3.2(b), the warping function is supposed

to modify the time-frequency lattice to make room for pulses with high α at the

38



Figure 3.1: warped time-frequency lattice

edges of the signal band, while keeping the window size in the transform domain

the same. Hence, keeping the rectangular shape of the signal in the standard

time-frequency lattice. Therefore, the warping function should be dependent on

the roll-o� factor pro�le. Before discussing the generation of the warping function,

we would like to propose the implementation of the warping idea in single carrier

systems.

3.3 Time-Axis Warping Implementation

In this section, the implementation of warping the time axis is applied to single

carrier systems. The transmitter and the receiver are proposed to use a modi-

�ed version of Discrete Fourier Spread OFDM (DFT-S-OFDM) [22], as it allows

using low complexity frequency domain equalization (FDE) [37]. Brie�y, DFT-

S-OFDM system takes the modulated data symbols from the time domain to the

frequency domain through a DFT process with length M. Then back to time
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Figure 3.2: Containment in time-frequency space for a) windowed b) Axis warped
Signals.

domain through an inverse fast Fourier transform (IFFT) process of a length

N higher than the DFT length. This acts as shaping the symbols each into an

upsampled sinc shaped pulse, with upsampling ratio N/M. The sinc shape is

due to the inherent rectangular shaped window of the DFT and IFFT processes.

Note that the axis-warping principle can be applied to any system, and not to be

dedicated to the following scheme only.

Figure 3.3: Transmitter and receiver implementation
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3.3.1 Transmitter Implementation

The DFT process is replaced by a �lter bank (FB) process [26] to give the pulses

an RC shape with α that varies with the position of the pulse, as done before

in [33]. The �lter bank is in the frequency domain. Therefore the �lter bank

branches are RC windowed. The output of the �lter bank is

B( f ) =
M−1∑
m=0

q(m) e− jm2π f /Mgm( f ) (3.4)

where M is the number of the input data symbols, m is the subcarrier increment in

the frequency domain, and accordingly the place of the pulse in the time domain,

gm( f ) is the RC window shape. Like DFT, f is de�ned as f = 0, 1, · · · , M−1 . So,
gm( f ) is also a vector with M samples, and the �lter bank block is represented by

an M × M square matrix. For lower computational complexity, �lter banks can

be implemented using polyphase networks [26]. The output of the �lter bank is

applied to the IFFT block, and the output word is a circular symbol with di�erent

RC shaped pulses:

word(n) = IFFT(BM×M × PM×N ) (3.5)

where n are the time domain samples, PM×N is the mapping matrix that represents

the mapping operation before the N-sized IFFT block, and N > M. Due to the

roll-o� factors pro�le αm, that increases near the edges, the edge pulses exceeds

the assigned bandwidth for the inner pulses. The warping will squeeze the pulses

near the edges in the frequency domain by extending it in the time domain. A

variable rate sampler can emulate the e�ect of time-axis warping. As shown in

Figure 3.3, the digital to analog converter (DAC) is triggered via a varying rate

clock. After the quantized signal passes through the reconstruction �lter, the

signal will be time-axis warped, with the warping function w(n) determined by

the clock instantaneous rate.

warped word(t) = word
(
w(n)

)
(3.6)

The variable rate clock can be generated by a variable frequency shifter shown in

Figure 3.4. The function of this frequency shifter is the delay or the furtherance of
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the clock edge, based on the �rst derivative of the warping function. The theory

of frequency synthesis [38] requires multiplying the reference frequency, followed

by a frequency division operation. Phase locked loops (PLL) [39] uses the same

concept, where the oscillator acts as the multiplier, and a divider or a counter

block is applied in the feedback of the loop. In the proposed case there is no

need for a loop, as it is already known how the frequency will be manipulated.

The reference clock is multiplied by a factor Mclk then divided by a factor Nclk .

This shifts the clock rate from f to f Mclk/Nclk The division factor decreases

to speed up the clock and increases to slow down the clock depending on the

warping function requirements. Generating a warping function will be discussed

based on the nature of frequency synthesizer systems, after discussing the receiver

architecture.

Figure 3.4: Frequency shifter

3.3.2 Receiver Implementation

At the receiver to reduce the complexity of the implementation uniform sampling

is performed. As shown in Figure 3.3, the signal gets sampled with an analog

to digital converter (ADC), that is driven by a uniform rate clock. The sampled

points pass through a fast Fourier transform (FFT) block. The FFT transforms

the equispaced time samples to equispaced frequency coe�cients. Frequency do-

main equalization is performed, same as conventional OFDM systems. After

the equalization, the original nonuniformly sampled data symbols need to be

extracted. An inverse non-uniform discrete Fourier transform (INDFT) should

be used to extract the data symbols. It is categorized in the literature [40] as

inverse NDFT type 2, which transforms equispaced frequency coe�cients to non-

equispaced time samples, and not to be confused with NDFT type 4. Which
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transforms non-equispaced frequency coe�cients to equispaced time samples. In-

verse NDFT type 2 can be implemented with low complexity non-iterative al-

gorithms. The direct evaluation technique for INDFT requires a computational

complexity of O(N2) operations. The less complex option is to couple an IFFT

operation with an interpolation scheme. That interpolates to the q nearest eq-

uispaced points resulting from the IFFT. The complexity of this algorithm is

O(N log N + Nq) operations.

3.4 Generating the Warping Function

Formulating the warping function is necessary for designing the transmitter and

the receiver independently. The warping function determines the time-frequency

reshaping. In the context of this study it describes the frequency domain shrink-

age, hence the extension of time domain, at the region of pulses at the edges of

the data stream. The aim behind this is to equalize the e�ect of high α values

on the spectrum occupancy, as mentioned in the previous sections.

For the previously proposed implementation techniques of the transmitter and

the receiver, or for any other techniques, the hardware always will have a limi-

tation on the frequency shift resolution. For instance, the position of samples in

time for a variable rate frequency synthesizer is bounded by the resolution of the

ratio Mclk/Nclk . Therefore, the time axis is discrete, and the warping function is

a piecewise function with discrete intervals bounded by hardware resolution, as

shown in Figure 3.5. It shows that the signal sampling points gets shifted by the

warping function to new discrete positions. It also shows that the slopes of the

warping functions are also discrete.

A drawback from dealing with a warped pulse is that it spans on di�erent slopes

of the warping pro�le, and it has di�erent extension values along the warped

axis. Hence, in the frequency domain, it is not fully bounded by abrupt frequency

limits, after which the pulse power is zero. This means that there will be a leakage

of pulse power out of the dedicated frequency limits. It is also tedious to get a
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closed form of the pulse shape in the frequency domain. Therefore, a numerical

technique is used to derive the proper warping pro�le. A good warping pro�le

is the one that changes its slope gradually based on the gradual change of the

roll-o� factors while maintaining most of the power within a speci�ed frequency

window. So the warping function should maximize the following value, with the

least slopes of w.

C =
M∑

n=1

∫ fm

− fm
DFT[ Pn

(
w(t), αn

)
]2 df (3.7)

with C referring to the contained power within the bandwidth 2 fm. The pulses

Pn each has a di�erent αn. The warping function can be written as

w(t) =



s0t + d0 ; t < m1

s1t + d1 ;m1 < t < m2

... ; s j < s j+1

s j t + d j ;m j < t < m j+1
...

(3.8)

The warping function is a monotone piecewise function, so the solution involves

searching for slopes with the condition of monotonicity. Assuming that the op-

timum roll o� factor is already determined, which will be driven in the next

section. The solution of this problem involves searching for the proper slopes

of the warping function; that satis�es the maximum containment of the pulses

in the frequency domain, or generally speaking, the transform domain. In this

section, we propose solving the problem iteratively starting from a speci�c point.

The algorithm to �nd the proper slopes of the warping function is described be-

low, in Algorithm 2. No matter the point where it starts the algorithm will be

the same. First, the frequency limits are set [− fm, fm], then the allowed power

leakage percentage in the frequency domain to be decided. Then the loop starts

by calculating the containment ratio of each pulse rn

rn =

∫ fm
− fm

DFT[ Pn
(
w(t), αn

)
]2 df∫ ∞

−∞ DFT[ Pn
(
w(t), αn

)
]2 df

(3.9)

Then the iterations go by increasing the slopes at the pulses needs more contain-

ment to reach the speci�ed limit r, and decreasing the local slopes for the pulses
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Figure 3.5: Graphical representation of generating the warping function w(x)

that are contained more than needed. Finally, the algorithm should converge at

the optimum warping function for the given α pro�le.

This means that the warping function should be dependent on the roll-o�

factors pro�le. Therefore, the α values should be chosen to suppress the pulse

leakage in the time domain, while at the same time, it does not require much

expansion by the warping function. In order to save the spectral e�ciency, in the

next section, an optimum roll o� factors will be derived.

3.5 Roll-o� Factors Pro�le of RC Pulses

Sidelobes of the RC pulses at the edge of the band contributes most of the out-

of-band power, and as far as we go away from the edge this contribution gets

less. Therefore, it is intuitive to have pulses with high α near the edges, as a high
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Algorithm 2 Building a warping function

1: Set [− fm , fm ]
2: Set r
3: Set w' , s0 = s1 = s2... = 1
4: loop

5: calculate all rn
6: if rn > r then
7: sn ← sn − k
8: else if rn < r then
9: sn ← sn + k

10: end if

11: end loop

roll-o� factor translates into lower sidelobes. While the pulses away from the edge

does not need to have high α values. Let us assume RC pulses in the x domain

at the edges of a band, as shown in Figure 3.6. All the side lobes of the pulses

add up causing the out of band power. When the �rst pulse on the edge has a

roll-o� factor α1 = 1, the sidelobes of this pulse have the highest suppression.

To keep the pulse orthogonal with other pulses in the band, and to occupy the

same window in the transform domain y, the warping function should extend the

x axis with a factor of (1 + α1) which is 2 for the edge pulse. This extension is

a cost that is paid to get side lobes suppression. All the pulses near the edge

contribute to the out-of-band power, with di�erent weights, and therefore they

should all get their sidelobes suppressed. Consequently, an extension cost will

be paid for each of them. This extension adds up at the end, causing a loss in

spectral e�ciency, hence this expansion must be treated carefully to get the most

out-of-band suppression with the least warping expansion.

By moving further from the edge, pulses start to contribute less to the out-

of-band power; hence it would be a loss to assign high α values for those pulses.

This is exactly a case of Diminishing Marginal Utility [41]. As an economics

concept, diminishing marginal utility states that, as we spend more of a factor,

which is in our case roll-o� factor of the pulses, the marginal utility diminishes.

In our case, the out-of-band power reduced contribution for each pulse is what

diminishes. Following this analogy, roll-o� factors will be chosen according to the

law of equalizing marginal utility. Choosing the utility as the suppression of �rst
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out-of-band sidelobe, and the cost of the expansion resulting from the warping

function. The law of equalizing marginal utility in our case will translate into;

the expansion that is paid for suppressing the second lobe of the second pulse

should be the same as the expansion paid for suppressing the �rst lobe of the �rst

pulse, as shown in Figure 3.6. It goes on like this for the rest of the pulses.

u1
c1
=

u2
c2
= · · · = un

cn
(3.10)

There can be di�erent criteria of representing the utility un, depending on the

system deign requirements. In this study the criterion chosen, is that un repre-

sents the power suppression of the �rst side lobe after the band edge, as it has

the highest power. Assuming the worst case, when all the pulses side lobes con-

structively interfere, the total power under the �rst lobe PT -as a function of x̃-

can be represented as

PT (x̃) =
(

L1(x̃) + L2(x̃) + . . . + Ln(x̃)
)2 (3.11)

Ln(x̃) represents the value of the nth lobe of the nth pulse at x̃. The total power

under the �rst lobe is

PT =

∫
1st lobe

(
L1(x̃) + L2(x̃) + . . . + Ln(x̃)

)2dx̃ (3.12)

After, for example, suppressing the �rst lobe of the �rst pulse to become Ls1, the

power di�erence is represented as the utility u1 of suppressing the �rst pulse

u1 =
∫
1st lobe

L2
1(x̃) − L2

s1(x̃)+

2
(
L1(x̃) − Ls1(x̃)

) (
L2(x̃) + . . . + Ln(x̃)

)
dx̃

(3.13)

The previous value can be approximated, by the assumption that L2
1(x̃) − L2

s1(x̃)
are of much lower values than the rest of the integration terms, and they can be

dropped. Hence, the utility un can be represented with the following approximate

proportionality

un ∝∼
∫
1st lobe

(
Ln(x̃) − Lsn(x̃)

)
dx̃ (3.14)

Where Lsn is the value of the nth suppressed lobe of the nth suppressed pulse.

un ∝∼
∫ 2

1
sinc(x̃ + n)

[
1 −

(
cos(παn(x̃ + n))
1 − (2αn(x̃ + n))2

)]
dx̃ (3.15)
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Figure 3.6: Sidelobes suppression as a marginal utility

The warping function will be generated in a way, that the expansion cost cn

spent on each pulse is proportional the roll-o� αn. The warping function will be

a smooth interpolating polynomial, while the roll-o� factor pro�le is a discrete

function. Therefore, the accurate local expansion resulting from interpolating the

warping function is hard to calculate without going through several iterations.

For a �rst order calculations it is assumed that cn ∝∼ αn. From (3.10), equalizing

marginal utility is written as:

1

α1

∫ 2

1
sinc(x̃)

[
1 −

(
cos(πα1(x̃))
1 − (2α1(x̃))2

)]
dx̃ =

1

αn

∫ 2

1
sinc(x̃ + n)

[
1 −

(
cos(παn(x̃ + n))
1 − (2αn(x̃ + n))2

)]
dx̃

(3.16)

The numerical solution of the equation is presented in the results section. In

the simulation and results section, the roll-o� factor values are used directly to

generate the warping function and to show the gain in signal containment over

conventional systems.

3.6 Simulations and Results

In the �rst part of this section, the driven roll-o� factors and warping function

will be shown. In the second part, the gain in signal containment in the time

domain will be calculated. The power spectral density is shown in the third part.
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In the last part, the BER performance of the proposed warped FB-S-OFDM is

compared with ZT DFT-S-OFDM, in a time dispersive channel, with exponential

and uniform power delay pro�les.

3.6.1 Roll-o� and Warping Functions

Based on (3.16), the solution of the optimum roll-o� factors pro�le is presented

in Table 3.1, with the index n referring to pulse position. Then the α values are

used by the algorithm in Section 2.4, to determine the optimum warping function.

It is assumed in the calculations that the max resolution of the warped time axis

is Ts/16, where Ts is the time sampling period. The �rst derivative result of the

warping function w′, also the samples spacing in time, are presented in Table 1.

It can be seen that for inner pulses that the α values tend to be zero, while

the warping derivative w′ = Ts. Assuming that N is the max number of data

symbols, as the pulse index approach N or 1, the α values increase until it reach

1, and w′ = 2 × Ts. The gradient is only over 20 data symbols on each side of

the data stream. This is regardless of the length of the stream N. From these

results, the total extension caused by warping can be calculated by summing up

the sampling durations exceeding Ts. Regardless of N the result is 8.75T , where

T is the data sample duration.

3.6.2 Containment in the Time Domain

In ZT DFT-S-OFDM zeros are inserted in the data stream with a length equiv-

alent to channel maximum delay spread, as an alternative for CP. The non-zero

power of the tails leaks to the nearby symbols in the presence of time disper-

sive channels, which degrades the performance of the system. In this section,

the zero tails of the proposed warped signal are compared with the zero tails

of ZT DFT-S-OFDM. As shown in Figure 3.7 the gain is calculated in case of

the same zero-tail duration length zt = 10T , and in the case of having an extra
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Table 3.1: The optimum warping and roll-o� factor pro�les

n αn w′/Ts n αn w′/Ts

1 1 32/16 N-24 16/16
2 0.6157 28/16 N-23 16/16
3 0.4431 24/16 N-22 16/16
4 0.3458 22/16 N-21 16/16
5 0.2833 21/16 N-20 16/16
6 0.2399 20/16 N-19 0.0799 17/16
7 0.208 19/16 N-18 0.0843 17/16
8 0.183 19/16 N-17 0.0891 17/16
9 0.164 18/16 N-16 0.0945 17/16
10 0.148 18/16 N-15 0.1006 17/16
11 0.136 17/16 N-14 0.107 17/16
12 0.125 17/16 N-13 0.1155 17/16
13 0.1155 17/16 N-12 0.125 17/16
14 0.107 17/16 N-11 0.136 17/16
15 0.1006 17/16 N-10 0.148 18/16
16 0.0945 17/16 N-9 0.164 18/16
17 0.0891 17/16 N-8 0.183 19/16
18 0.0843 17/16 N-7 0.208 19/16
19 0.0799 17/16 N-6 0.2399 20/16
20 0.06 16/16 N-5 0.2833 21/16
21 0.04 16/16 N-4 0.3458 22/16
22 16/16 N-3 0.4431 24/16
23 16/16 N-2 0.6157 28/16
24 16/16 N-1 1 32/16

guard of 5 data symbols for ZT DFT-S-OFDM. Note that the warping function

will be shifted from both sides to the positions of the �rst and last data pulses.

So, warping slopes in the zero-tails region are 2Ts. The gain is calculated as the

energy in the zero-tails of ZT DFT-s-OFDM, over the energy in the zero-tails of

the time warped signal. The gain over a ZT DFT-s-OFDM with zt = 10 is 12.38

dB. While in the case of putting a guard that compensates for the time extension

of the time warped signal zt = 15, the gain is 9.1 dB.
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Figure 3.7: Power distribution of zero-tails

3.6.3 Spectral Containment

It is known that ZT DFT-s-OFDM has low OOBE because the symbol starts

and ends with low power tails. For the proposed waveform, it can be seen from

the power distribution over time that the abrupt transitions at the edges of the

symbol are almost eliminated, which reduces the OOBE further. The dominant

part of the OOBE of the time warped signal is caused by the transition between

di�erent slopes of the warping function, or sampling rates along the time axis.

Though, as shown in Figure 3.8, it is still less or comparable to the OOBE of ZT

DFT-s-OFDM, without �ltration for both waveforms. The �gure also shows the

OOBE of non-windowed OFDM symbol as a reference.

3.6.4 BER Performance Evaluation

In this section, the system proposed in Section 3.3 is evaluated in a multipath

Rayleigh fading channel, with exponentially decaying and uniform PDPs. The

rms delay spread of the exponential PDP is τrms = 1.75T . For the uniform PDP

the maximum excess delay is τmax = 10T . Where T is the data sample duration.
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Figure 3.8: Spectral distribution

The interference is simulated with two consecutive QPSK modulated symbols.

The zero-tail of the �rst symbol leaks into the second symbol and degrades its

performance. The simulations are based on evaluating the performance of the

second symbol, taking the interference into account.

Full channel knowledge at the receiver is assumed, and zero-forcing FDE equal-

ization is performed. Figures 9 and 10, shows the comparison between the warped

FB-s-OFDM and ZT DFT-s-OFDM. There are two cases for the ZT DFT-s-

OFDM. The �rst is that it has the same zero tails time duration. The second

case adds 9 zero pulses as a guard; that compensates for the loss in spectral e�-

ciency in the warped signal. Hence, the second case is more fair to compare with.

It is shown that the conventional ZT DFT-s-OFDM su�ers from higher error

�oor in BER performance because the system performance is inter-symbol inter-

ference (ISI) limited. The proposed system shows better performance, even than

the case where guard pulses exist, because it exhibits less leakage, consequently

less interference and better BER performance. In the presence of an exponential

PDP, The warped signal has 3 dB better error �oor than a conventional signal

of equivalent spectral e�ciency. We can also see that, as the channel moves from

an exponential PDP to a uniform PDP, the system shows more immunity. The

warped signal has 5.5 dB better error �oor than the conventional signal of the
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Figure 3.9: BER vs SNR exponential PDP τrms = 1.75T

same spectral e�ciency.

3.7 Conclusion

In this study the idea of applying the time-frequency space warping principle to

get well-localized signals is presented. The principle allows mixing pulses that

have high sidelobes and high spectral e�ciency with pulses that have low sidelobes

and low spectral e�ciency, all in the same symbol. An implementation technique

is proposed that uses raised cosine pulses. Orthogonality was preserved even for

a smooth transition between roll-o� factors. The transmitter uses a �lter bank

spread OFDM system, and a variable rate DAC to introduce the warping oper-

ation. The receiver uses an inverse non-uniform Fourier transform operation to

reverse the warping operation. Also, generating a warping function that depends

on roll-o� factors has been discussed. An optimum roll-o� factors pro�le has

been driven based on the principle of equalizing marginal utility. Simulations

show signi�cant improvement in signal containment and BER performance in
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Figure 3.10: BER vs SNR uniform PDP τmax10T

time dispersive channels. The warped signal has a localization gain of 12.3 dB

over a conventional signal with the same zero tail duration, and a gain of 9.1 dB

over a conventional signal with the same spectral e�ciency. Also, the BER gains

range from 3 dB to 5.5 dB depending on the channel PDP.
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Appendix A

Proof of Orthogonality between

Sinc Pulses and Raised Cosineα=1

Pulses

The orthogonality condition for two pulses S0 and S1 is∫ ∞

−∞
S0( f ) S∗1( f ) df = 0 (A.1)

S0 is a sinc shaped pulse, represented in frequency domain as

S0( f ) = rect( f )e− j2π f t0 (A.2)

rect( f ) is de�ned on the interval [−1/2T,
1/2T ], and t0 is the position of the sinc

shaped pulse in time domain. S1 is a RC shaped pulses with α = 1, twice the

time duration of S0, and twice the spacing nT , where n = ±1,±2,±3, · · ·

S1( f ) =


T
(
1 + cos(2πT f )

)
e−j2π f (t0+2nT ) ; | f | 6 1

2T
0 ;Otherwise

(A.3)

∫ ∞

−∞
S0( f )S∗1( f ) df = T

∫ 1/2T

−1/2T

(
1 + cos(2πT f )

)
e j4π f nT df (A.4)
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= T
∫ 1/2T

−1/2T

(
1 + cos(2πT f )

) (
cos(4πnT f ) + j sin(4πnT f )

)
df

= T
∫ 1/2T

−1/2T

(
1 + cos(2πT f )

) (
cos(4πnT f ) + 0

)
df (A.5)

=
T
4π

[
sin(4πnT f )

n
+

sin(2π(2n − 1)T f )
(2n − 1) +

sin(2π(2n + 1)T f )
(2n + 1)

]1/2T
−1/2T

= 0,

∀ n.
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