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ABSTRACT

We propose a novel approach for the reconstruction of functional networks representing brain
dynamics based on the idea that the coparticipation of two brain regions in a common
cognitive task should result in a drop in their identifiability, or in the uniqueness of their
dynamics. This identifiability is estimated through the score obtained by deep learning models
in supervised classification tasks and therefore requires no a priori assumptions about the
nature of such coparticipation. The method is tested on EEG recordings obtained from
Alzheimer’s and Parkinson’s disease patients, and matched healthy volunteers, for eyes-open
and eyes-closed resting—state conditions, and the resulting functional networks are

analysed through standard topological metrics. Both groups of patients are characterised by a
reduction in the identifiability of the corresponding EEG signals, and by differences in the
patterns that support such identifiability. Resulting functional networks are similar, but not
identical to those reconstructed by using a correlation metric. Differences between control
subjects and patients can be observed in network metrics like the clustering coefficient and the
assortativity in different frequency bands. Differences are also observed between eyes open
and closed conditions, especially for Parkinson’s disease patients.

AUTHOR SUMMARY

Functional networks are becoming a standard tool in neuroscience, thanks to their ability to
extract the interactions between brain regions and representing them as simple mathematical
objects. Many metrics for reconstructing these networks have so far been proposed, based on
different assumptions about how those interactions manifest in the recorded data, and
consequently depicting a limited part of the picture. We here introduce a more general
approach, based on the idea that brain regions should have a unique dynamic, which
becomes more similar when they coparticipate in a cognitive task, and on the quantification of
such uniqueness through deep learning models.
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Functional networks, identifiability, and deep learning

Functonal networks:

Networks reconstructed by
evaluating the statistical association
between regions’ activation time
series.

Deep learning:

Family of machine learning
algorithms based on processing data
through artificial neural networks
resembling brain circuits.

Network Neuroscience

INTRODUCTION

In spite of many decades of experimental and theoretical works, the principles and mecha-
nisms behind brain activity during complex cognition tasks or even simple resting conditions
remain elusive; this is even true when considering conditions that strongly alter the normal
dynamics, as, for example, in Alzheimer’s or Parkinson’s diseases. One possible avenue for
improving our understanding of the brain is network neuroscience ( ;
; ;

, ), that is, the representation of brain activity through networks, in which

nodes represent different brain regions, and pairs of them are connected whenever an infor-
mation propagation is detected between the corresponding regions. This approach is explicitly
integrative, as elements are characterised by their connectivity, and merges empirical data
acquisition with computational approaches, therefore being at the intersection of biomedicine
and computer science. Most importantly, it has yielded groundbreaking insights on how dif-
ferent pathologies affect the normal brain dynamics ( ;

; ).

One of the underlying assumptions of this network approach is that the coparticipation of
two or more brain regions in a computational task results in some common characteristics in
the corresponding regions’ dynamics. In other words, brain regions have a unique dynamics
when isolated, but by participating in a task (e.g., by sharing some information), such different
dynamics become more similar. The simplest example is provided by the reconstruction of func-
tional networks through linear correlations, where the commonality is expected to be a corre-
lated amplitude across regions. Similar hypotheses are made when more sophisticated metrics
are used, like, for instance, causality (a relationship between the past of the causing time series
and the future of the caused one) ( ; )
or synchronisation metrics (a relationship between the phases of the signals) (

; ). In other words, recon-
structing functional networks is akin to detecting emerging (lato sensu) similarities.

In this contribution we explore the opposite approach, that is, how coparticipation in cog-
nitive tasks can be detected as a drop in the uniqueness of the dynamics of the involved brain
regions. In other words, not dissimilarly from what assumed in standard functional network
reconstruction, we suppose that brain regions are functionally homogeneous and charac-
terised by unique dynamics ( ); such
uniqueness is nevertheless partly lost when performing a shared cognitive task. Thus, instead
of detecting an increased similarity, we shift the focus towards a reduced uniqueness. Far from
being a mere semantic transformation, this approach entails two important advantages. First of
all, it makes no assumptions on what is shared by the brain regions’ dynamics, for example,
correlation, phase, and so forth. On the contrary, any common aspect able to reduce the
uniqueness of the dynamics is taken into consideration, provided, of course, that we have
means to detect such reduction. Secondly, this approach can be framed as a classification task,
in which a machine learning model is trained to recognise time series recorded from two brain
regions; the higher the classification score, the more unique (or identifiable) the two regions
are, and hence the less they are participating in the same cognitive tasks. In turn, this allows us
to resort to deep learning (DL) models ( ;

; ), that is, state-of-the-art machine learning algorithms
not assuming nor requiring a priori structures in the data, and extremely sensitive, that is,
able to detect even subtle and complex differences between datasets.
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While DL models are not new to neuroscience ( ;

; ; ), our approach is different in two
major aspects. First of all, classification models are not used to actually classify, that is, to pre-
dict the label of a given set of data, as when one tries to discriminate between control subjects
and patients ( ; ). On the contrary, the
score of the classification task is used to assess the uniqueness of each set of data, that is, its
identifiability. Secondly, the result of the classification is not used in an isolated fashion, but is
instead only a step in a more complex analysis based on network representations. The classi-
fication is thus not the aim, but the instrument of the analysis.

We here explore the possibilities and limitations of this approach, by applying it to a dataset
of EEG resting-state recordings of Parkinson’s (PD) and Alzheimer’s (AD) disease patients and
matched control subjects. We first discuss some technical aspects, including the available DL
algorithms for performing supervised classification of time series and the tuning of the models’
parameters. We then move to data analysis, by quantifying the identifiability of pairs of chan-
nels in the three conditions and the topological properties of the resulting functional networks.
We conclude by drawing some considerations about the advantages and drawbacks of this
approach, and sketching some possible lines for future research.

MATERIALS AND METHODS
Control Subjects and Patients Recruiting and Selection

Fifty participants were recruited in this study, divided into three groups according to their
health condition: AD and PD patients, and healthy elderly control subjects. Subjects’ demo-
graphic information is presented in . Complete neurological examination, structural
magnetic resonance imaging (MRI), routine screening laboratory examinations, and an exten-
sive battery of neuropsychological tests were applied to all participants.

The healthy elderly control subjects with no neurological abnormality were included in the
study when no global cognitive impairment (Mini-mental State Examination (MMSE) score
>27) was determined.

The probable PD-D diagnosis was made according to the Movement Disorder Society
(MDS) Level 1 criteria ( ; ). Probable PD-D diagnosis
was made when all the following five criteria were met: (i) PD diagnosis according to United
Kingdom Parkinson’s Disease Society Brain Bank Criteria (

); (ii) development of PD prior to the onset of dementia; (iii) PD associated with a
decreased global cognitive score that was defined as a score of <24 on the MMSE (
); (iv) cognitive impairment that causes dysfunction in daily life; and
(v) cognitive impairments found in more than one domain.

All individuals with Alzheimer’s disease dementia (AD) were diagnosed according to the
National Institute of Aging Alzheimer’s Association diagnostic guideline (

Table 1. Demographic data of the subjects analysed in this study

Subject Of which Avg. age Avg. years of
group Size men/women (STD) education (STD)
Control 19 11/8 69.1 (7.25) 10.9 (4.67)
AD 19 5/14 73.2 (5.68) 8.8 (4.40)
PD-D 12 9/3 73.0 (6.71) 5.9 (5.21)
243
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). The inclusion criteria for AD dementia patients included impairment in two or more
cognitive domains and impaired daily living activities with CDR score of 1 or 2. The exclusion
criteria for AD dementia patients included history or presence of any other psychiatric and/or
neurological disorders including traumatic brain injury, depression, alcohol or drug abuse, and
vascular brain lesions. All individuals with AD dementia were using cholinesterase inhibitor
medications (donepezil: 5-10 mg per day; and rivastigmine: 6 mg-9.5 mg/24h per day), and
some patients were in addition on memantine (10-20 mg per day).

The exclusion criteria for all participants included (i) history of neurological and/or psychi-
atric disorders, including evidence of depression as demonstrated by Yesavage Geriatric
Depression Scale scores higher than 13 ( ;

); (i) presence of any uncontrolled medical illnesses; (iii) history of severe head injury
and abusive drug or alcohol usage; (iv) using any psychoactive drugs or cognitive enhancers
(besides acetylcholinesterase inhibitors and memantine for AD patients); and (v) presence of
structural brain lesions including vascular brain lesions with Fazekas score equal or greater
than 3, hydrocephalus, or any brain tumor in MRI.

The study is designed according to the principles of the Declaration of Helsinki. All partic-
ipating individuals and/or their relatives gave written informed consent for the study, that was
approved by the local ethical committee (Istanbul Medipol University Ethical Committee,
Report No: 10840098-604.01.01-E.8374).

Electroencephalographic Data Recording

EEG of the subjects was recorded with a Brain Products BrainAmp 32 Channel DC system
with the band limits of 0.001-250 Hz and 500 Hz sampling rate. EasyCap was used with
32 Ag/AgCl electrodes that were placed according to the 10/20 system, and all electrode
impedances were kept below 10kQ. AT and A2 electrodes were used as reference and
placed on the earlobes. In order to record the Electrooculogram, two Ag/AgCl electrodes
were used, and they were placed on the left eyes’ medial upper and lateral orbital rim. The
EEG was recorded in a dimly isolated room in two different centres with identical recording
equipment, and the EEG recording procedure was applied precisely in the two centres.
One center was Istanbul Medipol University REMER, Clinical Electrophysiology, Neuroimaging,
and Neuromodulation Laboratory, and the other was Dokuz Eyltl University Multidisciplinary
Brain Dynamics Research Center. The EEG of all subjects was recorded as 4 minutes eyes
open and 4 minutes eyes closed session (i.e., approximately 240,000 data points per channel
and subject). During the eyes open recording session, the subjects were asked to look at the
black screen. The subjects were monitored with a video camera during EEG recordings, and
the researcher watched the subjects during all recording sessions. Beyond a basic manual
analysis to discard recordings with evident artefacts and errors, no additional data preprocess-
ing has been carried out, and, unless otherwise specified, broadband signals have been used.

Deep Learning Models for Time Series Classification

This contribution leverages on the idea that the coparticipation in a cognitive task by two brain
regions can be estimated through the drop in their corresponding identifiability, that is, how
easy it is to recognise the corresponding EEG signals. This is performed by calculating the
score obtained by a classification model, as large scores imply that the pairs of signals are
different and easy to identify. Within the numerous models available in machine learning
for time series classification ( ;

), we here resort to deep learning, that is, a set of machine learning algorithms
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Activation function:

Function that defines the output of an
artificial neuron given the inputs it
receives.

Convolution:

Mathematical operation on two
functions that expresses how the
shape of one is modified by the other.

Overfitting:

Training of a model that results in it
learning too exactly the training data,
and therefore failing to reliably
generalise to future observations.

Network Neuroscience

that progressively extract higher level features from the raw input ( ;

). Compared to standard machine learning models, DL ones present the advantage
of not assuming nor requiring a priori structures in the data, and of not requiring a preprocess-
ing of features; in other words, features are automatically extracted from data, without human
intervention. This results in a drastically higher efficiency, especially in complex problems for
which features are difficult to be defined. On the other hand, this also implies high computa-
tional costs, and usually the need of dedicated hardware as, for example, general purpose
graphics processing unit (GPGPU).

In agreement with the objectives of the contribution, we here focus on time series clas-
sification models; in other words, given a set of time series, each one associated with a label
(i.e., the EEG channel it corresponds to), the objective is to assign the correct label to a new
time series presented to the algorithm. Several models for this task have been proposed in
the literature, usually evolutions of models designed for image classification (see

, for a full review, and
for the corresponding source codes). More specifically, the following five
models have been used:

e  Multi layer perceptron (MLP). One of the most traditional and simplest forms of neural
network, it is composed of a set of nodes organised in layers, each one receiving infor-
mation from the previous layer and responding through a nonlinear activation function.
Even though it does not encode temporal information, the MLP model has been proposed
as a baseline architecture for classifying time series ( ). The
network here considered is composed of four layers, each one fully connected to the
outputs of the previous one, and with the final layer being a softmax classifier. The acti-
vation function is the well-known rectifier linear unit (ReLU) ( )

e  Convolutional neural network (CNN). Convolutional networks are specialised versions
of MLP, in which the matrix multiplication is substituted by a convolution operation
( ). Their advantages include a space (or, in the
case of time series, time) invariance ( ), and a reduced tendency to
overfitting. We here consider a simple convolutional model, composed of two convolu-
tional layers followed by a final sigmoid classifier.

® Residual network (ResNet). Residual networks are inspired on the way pyramidal cells
are organised in the cerebral cortex; specifically, the connections between layers are
not sequential, but instead some layers can be skipped (creating shortcuts or jumps).
This presents the advantage of a simpler structure, and consequently of a reduced train-
ing cost ( ). The networks here considered are composed of
11 layers, the first 9 of them being convolutional, followed by a global average pooling
layer that averages the time series across the time dimension, and by a final softmax
classifier, as proposed in .

®  Fully convolutional neural network (FCN). FCNs are networks in which only convolu-
tion operations can be performed; in other words, they are equivalent to CNNs without
fully connected layers ( ). The model is composed of
three convolutional blocks, each one performing a convolution, a batch normalisation,
and a final activation. As a last step, the result of the third convolutional block is fed to a
softmax classifier ( ).

e  Multi channel deep convolutional neural network (IMCDCNN). This model is based on a
modified CNN, in which the convolutions are applied independently (in parallel) on
each dimension (or channel) of the input multivariate time series (
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, ). As here only univariate data are considered, that is, each
EEG channel is described by a single time series, results of MCDCNN and CNN are
expected to be similar albeit not always the same; see for a
comparison of the two.

While these five models are not as complex as others that can be found in the literature, as
for example, with respect to the number of layers, they still contain a number of parameters
well beyond what found in classical machine learning, from =100 for MLP, to ~10° in the case
of ResNet. Additionally, they generally achieve good classification scores, as will be discussed
below. The five models have been implemented in Python 3.8.5 using the libraries TensorFlow
( ) and Keras ( ).

Classification Tasks and Identifiability

Given the time series of a pair of EEG channels for all subjects belonging to a group (control
subjects, and Alzheimer’s and Parkinson’s disease patients, see below), the identifiability of
those two channels has been assessed as the best classification score obtained by a DL model.
From a mathematical perspective, each analysis starts with a dataset {X, Y}, where X denotes a
set of time series, Y the corresponding labels (i.e., the EEG sensor from which the time series
have been recorded), and c the group (here control, AD or PD). The classification model is
then a function fx, 6) that, given a new time series x not included in X and a set of parameters
0, yields the best estimation of the label y associated to x. 6, representing the internal weights
of the DL model, are obtained in the training phase to minimise the error between the esti-

mated class Y = f(X, 6) and the real one Y. In short, the objective of the task is to recognise the
EEG sensor from which a given time series has been recorded, using other examples as a
reference.

In each iteration of the classification problem, the time series have been split into nonover-
lapping segments of 1,000 points (equivalent to 2 seconds). Note that such length has arbi-
trarily been chosen, as a compromise between the need of long segments to achieve
meaningful classifications, and of having enough segments for training the models; a full dis-
cussion on this problem is included in . A random half of the available
time series has been used for training, and the remaining half for evaluating the model, being
thus equivalent to a two-fold cross-validation. Each model performance is finally measured
through the corresponding accuracy score, that is, the fraction of correctly classified segments;
note that other complementary metrics, for example, recall or F-score, are here redundant due
to the use of a perfectly balanced dataset. For the sake of clarity and in order to avoid con-
fusions with the complex network metric of the same name, the efficiency will here be referred
to as classification score, or simply as score in figures where enough space is not available.

It is worth noting that the problem here described is similar to, but not the same as, iden-
tifiability as usually conceived in neuroscience, that is, the evaluation of individual fingerprints
in the connectivity structure. While previous works have focused on identifying the subject
behind a given functional network ( ; ;

; ), in a problem
conceptually similar to identity assurance, we here tackle the identification of the source of
an EEG signal, and use such identifiability to reconstruct the network representation. Similarly,
this work departs from the large body of literature using DL models to classify subjects
( ; ). The aim
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Hyper-parameter:

Parameter of the model which is used
to control the learning process, and
that has to be defined prior to the

execution of the task.

here is not to create a model able to assign a label to each subject, as such label (control subject,
AD or PD patient) is initially given, but rather to describe the relationships between the signals
recorded by pairs of EEG sensors, as a function of the group each person belongs to.

The previously described DL models are based on different architectures, and thus their
effectiveness in detecting different patterns in the data can vary. This may result in different
classification scores for the same task but, additionally, in the best model changing depending
on the considered couple of EEG channels. As here we are interested in the identifiability of
pairs of channels, independently on the patterns supporting such identifiability, the score
obtained by the best model in each classification problem (i.e., for each pair of EEG channels)
has been selected.

Model Hyper-parameters’ Tuning

As true for any other machine learning algorithm, DL models require setting some hyper-
parameters to optimise the outcome of the classification. The first one is the number of epochs,
that is, the number of times the training is performed over all available data. This number con-
trols a trade-off: the larger the number of epochs, the more accurate the classification is
expected to be, albeit at an increased computational cost. Furthermore, beyond a certain level,
performing additional trainings yields no further improvements.

Secondly, one has to note that the training is a stochastic process: the original data are split
between training and validation sets at random, and the initial state of the neural network is
also random. As a consequence, it is customary to repeat the whole training and validation
process several times, and to finally average the result. The second hyper-parameter is thus the
number of iterations, that is, executions of the full training and evaluation cycle with random
initial conditions. The larger this value, the more stable the final result is, yet again at the price
of a larger computational cost.

reports the results of tuning these two hyper-parameters. Specifically, we have con-
sidered one pair of EEG channels (Fz and Cz), and performed the corresponding classification
varying them. The two channels have been selected for presenting few artefacts, and due to
their proximity, they have similar dynamics and are therefore difficult to classify. The left panel
of reports the evolution of the average score obtained by each model, as a function of
the number of epochs. Some models, for example, MCDCNN, only require a few epochs,
while CNN only saturates for hundreds of epochs. As a compromise between precision and

0.60
0.62 1 CNN
0.55 4 ResNet
g g 0.60 - FCN
O 0.50 A o MCDCNN
n VN 0.58 -
g 0.45 T %
®© 0.40 - — e056-
(O] Resnet Q
> 0.35 FCN > 0.54 1
< MCDCNN <
0.30 A MLP 0.52 A
100 10! 102 0 50 100 150
Number of epochs Number of realisations

Figure 1. Tuning DL models’ hyper-parameters. (Left) Evolution of the average classification score, for channels Fz and Cz and control sub-
jects, as a function of the number of epochs in the training. (Right) Evolution of the 10-90 percentile range for the same classification problem,
as a function of the number of realisations.
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computational cost, the following numbers of epochs have been selected: 200 for CNN, and
20 for all others. Additionally, MLP has been discarded due to being substantially worse than
the other models.

For the remaining four models, the right panel of reports the evolution of the 10-90
percentile of the obtained score, as a function of the number of realisations of the classification
task. One hundred iterations is enough to obtain very stable results with all models.

Functional Network Reconstruction and Analysis

As standard in complex network theory, a network is fully defined by its adjacency matrix A, of
size N x N (N being the number of nodes), whose element a;; is set to 1 when a link connects
nodes i and j, and to O otherwise ( ;

). In the network neuroscience context, a; ; is then set to 1 when the synchro-
nisation metric (e.g., correlation) calculated between the time series corresponding to sensors i
and j is larger than a given threshold, as this indicates the presence of a shared dynamics. As
previously introduced, the approach here proposed is the opposite: as a shared dynamics will
result in a reduction in the identifiability of those two sensors, a link is added whenever such
identifiability (as measured through the corresponding classification score) is below the thresh-
old. In other words, the lower the classification score, the stronger the connection between the
corresponding brain regions is expected to be.

Once these networks have been reconstructed, they are binarised, that is, links whose
strength is above a given threshold are retained and all other are deleted. This is a standard
approach in network neuroscience, as allows to reduce the influence of weak (and hence,
noisy) links ( ). We here adopt a proportional threshold-
ing approach, by including in each network a fixed number of the strongest links (

). This approach is often referred to in literature as an analysis in which
the density ( ) or network cost ( ) is kept constant, and
has been suggested to be advantageous for case-control studies ( ;

). Note that alternatives are available, most notably the absolute
thresholding, which are here not evaluated.

The binarised networks are finally described by a set of standard topological metrics; these
are shortly described below for the sake of completeness; the interested reader can find more
detailed explanations in the literature ( ;

’ ).

e Clustering. Also known as transitivity, measures the presence of triangles in the network
( ).

e Efficiency. The efficiency of a network represents how easily information can move
between its nodes, and is defined as the inverse of the harmonic mean of the distances

between pairs of nodes ( ).
® Assortativity. Pearson correlation coefficient of the degrees of nodes at either ends of
each links of the network ( ).

e Information content. Metric assessing the presence of regularities in the adjacency matrix
of the network, that is, of mesoscale structures. It is calculated as the amount of informa-
tion encoded in the adjacency matrix, such that small values correspond to regular topol-

ogies, and large values to random-like structures ( ).
e  Maximum degree. Degree (i.e., number of links) of the most connected node in the
network.
248
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A Control subjects

® Rich club coefficient. Quantitative assessment of the rich club tendency of the network,
according to which nodes with high centrality, that is, the dominant elements of the
system, tend to form tightly interconnected communities (

).

e  Modularity. Metric assessing the presence of a community structure in the network, that
is, of groups of nodes densely connected between them, but loosely connected with
other communities ( ). The modularity is here calculated using the
well-known Louvain algorithm ( ).

e Nestedness. Metric measuring the tendency for nodes to interact with subsets of the inter-
action partners of better connected nodes ( ).

An additional difference between standard functional networks and the ones here recon-
structed has to be highlighted. While the standard approach yields one network per subject,
here the result is a single network per group of subjects, that is, per condition. This presents the
advantage of better capturing the structures induced by the pathology under study, without the
need of managing intersubject variability. At the same time, it complicates the assessment of
the statistical significance of results, a topic that will be discussed in the conclusions.

RESULTS
Comparing DL Models

We start the analysis of the results by comparing the score obtained by the different DL models;
as previously discussed, these are based on different architectures and detect different patterns
in the data, hence they are expected to yield heterogeneous results. For the three groups of
subjects, reports the model yielding the best score for each pair of EEG channels. It
can easily be appreciated that models distribute in a nonrandom fashion, with some models
being associated to higher scores in some brain regions; see for a com-
plete distribution by EEG channels, and a comparison of the results the models yield. In other
words, brain regions are characterised by different activity patterns that are recognised more
easily by some models. Additionally, there are differences across the three groups, suggesting
that the local dynamics are further modified by the two pathologies.

Identifiability of EEG Channel Pairs

We then move to the analysis of the identifiability of each pair of EEG channels. Specifically,
the top three panels of report the average classification score obtained for each one of
them, for the three conditions here considered. Note that, in the remainder of the work, the
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Comparison of the four DL models. Each panel reports the model yielding the best classification score for each pair of EEG chan-
nels; see right colour legend. Left, center, and right panels, respectively, correspond to control subjects and PD and AD patients.
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Figure 3. Identifiability of pairs of EEG channels. Top panels report the pairwise identifiability (i.e., the average classification score) between
pairs of EEG channels, for the three conditions here considered. Bottom panels report the difference in identifiability between pairs of

conditions.

Correlation

0.0

reported classification score for a given pairs of EEG channels corresponds to the one yielded
by the best DL model, as identified in Figure 2. Results suggest that connectivity in the three
groups shares the same underlying structure, and this is strongly influenced by crosstalk
between sensors. In order to highlight condition-dependent patterns, the three bottom panels
report the difference in identifiability between each pair of conditions, also by pairs of chan-
nels. Such difference is characterised by patterns centred in some specific EEG channels; see
Supporting Information for an analysis by channels. More generally, identifiability is strongly
reduced in AD patients when compared to control subjects; and, in less degree, in PD patients.

We further analyse two additional aspects of this pairwise identifiability. First of all, one
may ask what is the relation between the identifiability, defined here as the score yielded
by a classification task, and more traditional functional metrics. In order to answer this,
Figure 4 reports three scatter plots, that is, one for each condition, of the average absolute
value of the Pearson’s linear correlation between each pair of EEG channels, as a function
of the corresponding classification score. As expected, a general negative correlation can

0.5 A1

o Control subjects Lo Alzheimer's Lo Parkinson's

Correlation
Correlation

0.5

0.7

0.0 T T
0.9 0.5 0.7 0.9

Classification score Classification score Classification score

0.0

0.5 0.7 0.9

Figure 4. Linear correlation versus classification score. Each panel reports, for the three conditions here considered, a scatter plot of the
average absolute linear correlation between pairs of channels, as a function of the corresponding classification score.
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Surrogate time series:

A synthetic time series constructed to
preserve one or several statistical
properties of the original series.

be observed; in other words, highly correlated channels are more difficult to be recognised for
being dynamically similar, and thus have a lower identifiability. Still, these two metrics are not
the same; weakly correlated time series can yield both low and high classification scores, thus
indicating that more complex patterns are detected by DL models. To illustrate, if the two time
series have similar dynamics but with different characteristic frequencies, they will be easy to
recognise, even though their correlation is low. On the other hand, two very complex time
series will be weakly correlated, and also the identification of the patterns making them unique
will be a challenging task. Note that a low correlation and identifiability can also be obtained in
the case of highly noisy time series; this is nevertheless not the case at hand, as the EEG time series
can easily be discriminated from their surrogate time series, and are thus not dominated by noise;
see . Similar results for the comparison of the classification score with the
Granger causality test ( ; ) and the transfer entropy metric (

), as well as the relationship between the score and the physical
distance between sensors, are reported in

Secondly, we analyse how the identifiability depends on the frequency content of the time
series. Specifically, the top panels of report the histograms of the classification scores,
for each condition, and for broadband signals and four filtered bands: & (8-13 Hz), 8; (13-20 Hz),
B> (20-30 Hz), and y (30-50 Hz). Additionally, the bottom panel of the same figure reports the
median classification score for the three conditions and five frequency bands. Broadband time
series are always more identifiable; small differences can be observed by conditions, for exam-
ple, the drop in identifiability for PD patients and ..

Network Analysis

As previously introduced, and partly confirmed by , the identifiability of pairs of EEG
channels can be interpreted as a metric complementary to more classical alternatives used to
reconstruct functional networks. In other words, two highly identifiable channels can be
understood as the result of two brain regions functionally independent (or not cooperating
in the cognitive task under analysis); on the other hand, a drop in identifiability can be due
to a shared dynamics.

The usual way of reconstructing functional networks involves the pairwise comparison of
pairs of EEG signals, for then obtaining one network for each subject under study. These net-
works, and more specifically the topological metrics from them extracted, can then be
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Figure 5.

Identifiability and frequency information. Top panels report the histograms of the classification score, for the broadband signals,

and signals filtered in four classical frequency bands. The bottom panel reports the median of the classification score, per condition and

frequency band.
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Figure 6. Examples of topological metrics. The four panels report examples of the evolution of the clustering coefficient (top) and assortativity
(bottom), as a function of the link density. Insets report the corresponding metric evolution as Z-scores, calculated against a null model includ-

ing all groups. See the

Network Neuroscience

for all topological metrics and frequency bands.

averaged across multiple patients to obtain a global picture of a given condition. While also
possible in the case of the identifiability, we here explore a different alternative. Specifically,
all time series corresponding to a pair of EEG channels are used for calculating the identifia-
bility, that is, irrespectively of the specific subject for which have been recorded; the result is
then a single network per condition.

Following this idea, we have here reconstructed three functional networks, one for each
condition, and have extracted the evolution of a set of standard topological metrics as a func-
tion of the link density. Four interesting examples are reported in : the clustering coef-
ficient, calculated for the @ and ; bands, and the assortativity for the broadband signal and the
B band; see for results for all combinations of metrics and frequency
bands. In order to evaluate the significance of those results, the grey bands report the 10-90 per-
centile of the same metrics, obtained through a null model based on reconstructing the functional
networks including time series of all three groups; the insets inside each panel further report the
evolution of the metric of each group as a Z-score, calculated against such null model. Some
differences between groups can be observed. For instance, the clustering coefficient is higher
for AD in the & band, but lower for PD in the 3; band; AD is also characterised by a larger assor-
tativity with respect to PD, for the broadband signal and the 8, band. These differences are robust
against reductions in the size of the dataset, as shown in

We further analysed how these topological metrics are affected by the subjects having their
eyes open or closed, by performing the classification task separately for the part of the time
series corresponding to each condition. illustrates the evolution of two topological
metrics, while full results are reported in the ; the top panels in that
figure correspond to the raw metric values, while bottom ones to a Z-score calculated using
a null model, that is, the same as insets of . Some general trends can be observed, as
the fact that PD eyes closed and AD eyes open patients always display the greater difference:
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Figure 7. Comparison of eyes open and closed conditions. The top left and right panels, respectively, depict the evolution of the clustering
coefficient and assortativity, as a function of the link density in the reconstructed networks, for the three conditions and eyes closed (solid lines)
and open (dashed lines). The bottom panels depict the evolution of the same metrics as a Z-score, calculated against a null model comprising

random segments from the three conditions. See the

Network Neuroscience

for all topological metrics.

the former (latter) having the smallest (respectively, largest) clustering coefficient and assorta-
tivity, but largest (smallest) nestedness. The also reports the difference
in identifiability by channel when comparing the two conditions, while in general the eyes
open condition is associated with a higher identifiability; this is especially marked in the case
of PD patients.

DISCUSSION AND CONCLUSIONS

In this contribution we proposed a new methodology for analysing neuroimaging signals,
based on the assessment of the identifiability, or “uniqueness,” of the dynamics of each brain
region. Instead of making a priori assumptions about which aspects of the time series have to
be analysed to detect similarities, this approach allows to reverse the question and to focus on
any dynamical aspect that makes a time series, or a set of them, unique. This, in turns, allows
to resort to deep learning, that is, the state of the art in machine learning models. The final
result is a metric that can be used to detect the loss of individual dynamics caused by the
cooperation in a cognitive task, and consequently a new way of reconstructing functional
brain networks.

It may be tempting to assume that the identifiability here proposed is qualitatively similar to
existing metrics to detect functional connectivity. While some correlation is indeed present
(see and ), they do not measure the same. To illustrate, it is
well known that Alzheimer’s disease patients have a reduced resting-state functional connec-
tivity ( ; ;

); we nevertheless here found the opposite, that is, that the identifiability of EEG channels
of AD patients is lower than that of control subjects. Therefore, even if the dynamics of pairs of
brain regions are less synchronised, they are not necessarily more different, or, in other words,
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they fail in developing a recognisable dynamics. The aforementioned difference in the iden-
tifiability between control subjects and AD patients is also observed in the case of PD patients.
Still, it is important to note that such changes are not homogeneous, but rather distribute
unevenly across sensors; to illustrate, F8 and TP7, respectively, have the larger increase and
decrease of identifiability in PD patients, and F8 and FCz in AD ones; see

. Additionally, conditions also modify which DL model achieves the best classifi-
cation; see

At a microlevel, it can thus be concluded that DL models are detecting changes in the
EEG time series, both in their uniqueness, and in the patters that support such uniqueness;
it is nevertheless challenging, due to the black box nature of DL, to provide a description of
those patterns. Moving to the macroscale, the reconstructed functional networks highlight
some important differences between control subjects and patients. Specifically, AD
patients are characterised by a larger clustering coefficient and assortativity, while lower
values of both metrics can be observed for PD patients (see ). Also, important dif-
ferences can be observed between the eyes-closed and open conditions for PD patients,
with the former having lower values of clustering coefficient and assortativity (see

).

One of the advantages of the proposed method is that it allows reconstructing both indi-
vidual functional networks per subject, and the global network representing a condition.
While here not considered, a similar analysis could be performed using multiple time series
(or segments thereof) recorded from a single subject, for then evaluating the identifiability
of pairs of EEG sensors; the result would be an identifiability functional network for each
subject, thus akin to the standard approach in network neuroscience. On the other hand,
by detecting similarities in the dynamics of brain regions across different subjects, the pro-
posed approach can detect characteristic fingerprints of a disease without the need of sub-
sequent averaging the topological metrics; intersubject variability is thus incorporated as a
feature of the analysis, as opposed to being a source of noise that has to be eliminated
( ; ). While this makes more complex perform-
ing an analysis of the statistical significance of results, potential solutions include using null
models obtained by mixing multiple conditions together, and analysing the stability of the
topological metrics when these are calculated on random parts of the data (see

).

At the same time, it is important to recognise two major limitations of the proposed meth-
odology. First of all, the use of deep learning entails some computational challenges. Specif-
ically, long enough time series have to be used, or alternatively a large number of trials per
patients; in any case, enough data have to be available to avoid model overfitting (

). If large quantities of data cannot experimentally be
secured, the researcher could resort to techniques to synthetically generate them, what is
known as data augmentation ( ; ). Additionally, train-
ing DL models is computationally intensive, such that specific hardware acceleration is desir-
able in most applications.

Secondly, DL is inherently a black box approach, that is, it is challenging to explain why a
set of data has been classified in a given way. In the context of this contribution, this implies
that the model can tell us how similar the dynamics of two brain regions are, but not why.
While many attempts have been made in recent years to extract intuitive and understandable
components from DL models, no general solution has hitherto been proposed, and their appli-
cation goes beyond the scope of this work (see for reviews on the topic
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; ); and for an occlusion
analysis.

As with any proposal for a new method, the advantages and disadvantages will have to care-
fully be evaluated, especially in terms of the capacity for describing relevant brain functional struc-
tures, and differences between pathologies and conditions. This is especially important in the case
of neuroscience, as available data are only high-level coarse-grained descriptions of the brain
dynamics, and additionally the system cannot easily be intervened. Further analyses will therefore
be needed, to confirm (or reject) the usefulness of both the concept of identifiability and the use of
deep learning for its assessment, above and beyond what can be included in an initial study. Alter-
native ways of reconstructing functional networks based on the principle here discussed will have
to be evaluated, for example, by comparing the change in identifiability between resting-state
and cognitive tasks. Other deep learning models may also be considered, for example, those
based on recurrent neural networks and long-short term memories ( ).
Finally, deep learning models can be substituted by any other model able to classify groups
of time series, for example, by K-neighbors ones ( ;

), or by classical machine learning models trained over sets of time

series features ( ). We would nevertheless like
to highlight a final point. Many works can be found in the literature, using deep learning
as models to perform classifications ( ; ). Deep

learning nevertheless offers many more possibilities, especially when the classification
score is used as a proxy to describe other aspects of the data, like the identifiability here
discussed. The neuroscience community should therefore keep an open mind, and be
aware of the usefulness of deep learning beyond its simplest and most direct applications.
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