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ABSTRACT Searching, retrieving, and arranging text in ever-larger document collections necessitate
more efficient information processing algorithms. Document categorization is a crucial component of
various information processing systems for supervised learning. As the quantity of documents grows, the
performance of classic supervised classifiers has deteriorated because of the number of document categories.
Assigning documents to a predetermined set of classes is called text classification. It is utilized extensively
in a wide range of data-intensive applications. However, the fact that real-world implementations of these
models are plagued with shortcomings begs for more investigation. Imbalanced datasets hinder the most
prevalent high-performance algorithms. In this paper, we propose an approach name multi-class Convolu-
tional Neural Network (MCNN)-Long Short-Time Memory (LSTM), which combines two deep learning
techniques, Convolutional Neural Network (CNN) and Long Short-Time Memory, for text classification in
news data. CNN’s are used as feature extractors for the LSTMs on text input data and have the spatial structure
of words in a sentence, paragraph, or document. The dataset is also imbalanced, and we use the Tomek-Link
algorithm to balance the dataset and then apply our model, which shows better performance in terms of F1-
score (98%) and Accuracy (99.71%) than the existing works. The combination of deep learning techniques
used in our approach is ideal for the classification of imbalanced datasets with underrepresented categories.
Hence, our method outperformed other machine learning algorithms in text classification by a large margin.
We also compare our results with traditional machine learning algorithms in terms of imbalanced and
balanced datasets.

INDEX TERMS Big data, text classification, imbalanced data, machine learning, MCNN-LSTM.

I. INTRODUCTION
Researchers in the scientific community create an enormous
volume of work each year. Peer-reviewed English-language
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scholarly journals produced 2.5 million articles in 2014,
according to a recent study [1]. The number of journals
and publications continues to expand at an increasing rate.
The sheer amount of these papers necessitates the use of
automated categorization and organizing systems. The use of
artificial intelligence inmonitoring and evaluating large-scale
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data for sustainable development goals has been revolu-
tionized. Data scientists play a critical role in the actual
implementation of sustainable development initiatives by
automatically collecting and organizing large amounts of
data. Again, big data for research and development is a
stark contrast to big data for the general public, which has
prompted us to reconsider our approach to automated text
categorization using Artificial Intelligence (AI). After data is
acquired, it is extremely difficult to delete an instance because
it is underrepresented in the dataset, rather it may demonstrate
insights into human well-being and development [2]. As a
result, while dealingwith a large amount of data, there is a risk
of jumping to conclusions without a thorough knowledge of
the complex dynamics. It is necessary to keep in account the
digital gap between nations and their way of news represen-
tation when categorizing text data for development purposes.
A common classification problem is like this: When the set
of features is given a set of categorized samples from two or
more classes (called a ‘‘training set’’), it puts each category
in the class with the most similarities. Categorization trees,
Naïve Bayes, Support Vector Machines (SVM), Neural Nets,
and Ensemble approaches have been utilized recently in auto-
matic document classification. In terms of interpretability,
classification trees and Naïve Bayes approaches are excellent
and yet they are usually not as precise as other methods.

Therefore, since sample dimensions and the number of
features and sub-fields have grown in recent years, this is
no longer feasible in terms of automated document catego-
rization which has become increasingly difficult. Research
fields that were barely recognized only five years ago are
now seeing rapid development and attention. This expansion
of subfields has happened in a variety of areas, includ-
ing biology (e.g., CRISPR-CA9 [3]), material science (e.g.,
chemical programming [4]), and health sciences (e.g., preci-
sion medicine [5]). It is essential to designate a paper by its
particular area, but also to organize it within its general field
and its connected sub-fields, because of the increasing num-
ber of sub-fields. The hierarchical document categorization
approach [6] has become useful to solve this problem. This
may be done using many of the current ways for categorizing
documents due to the main subject area, but few of them can
effectively categorize documents into specific subfields or
areas of specialty. There are a growing number of class labels
that existing document classification methods are unable to
manage because of the combination of top-level fields and
all subfields. Many researchers work with only CNN or only
RNN model to classify text data whether the performance is
not up to the mark [7]. Compared to correctly portrayed, bal-
anced data, we’ve discovered, data that’s unbalanced is more
difficult to categorize effectively. It’s time to use computa-
tional intelligence, notably neural network methods, in order
to bridge this difference [8]. In this area, our suggested deep
neural network model offers considerable benefits. Text clas-
sification of unbalanced data is the subject of our study, and
we are looking for ways to make it more accurate and find
groups that aren’t getting enough attention. Normal machine

learning algorithms give the impression that they are good
at classifying, but when we look more closely, we see that
categories that aren’t representedwell are classified badly and
don’t show up in the general results. A combining method of
MCNN-LSTM has been suggested that aims to address this
issue while retaining acceptable overall accuracy.

Rest of the segment of the paper is designed as follows;
part II defines the research scope and aim of the work and
part III shows a short preview of researchers that they have
done in the past in that field. The background study is shown
in part III. In section IV, our proposed methodology has
been shown. The experimental berry has been described in
section V and section VI, VII puts an end to the paper with
the limitations and challenges of the work.

II. RESEARCH AIM AND SCOPE OF THE PAPER
This research study will focus on the text categorization of
imbalanced data, specifically on how to enhance accuracy
while identifying underrepresented groups using a hybrid
framework called MCNN-LSTM. The goal of this research
work is to concentrate on the text classification of unbalanced
data. Necessary procedures may be summarized as follows:
1. Provided a data preprocessing step of two hundred thou-

sand dataset.
2. Balanced the imbalanced data using an under-sampling

technique Tomek-Link algorithm.
3. Word Embedding technique is used to extract the most

relevant feature of the dataset.
4. Proposed the hybrid framework MCNN-LSTM model

how to improve upon the accuracy while comparing
with traditional machine learning model in terms of the
balanced and imbalanced dataset.

III. LITERATURE REVIEW
The difficulty of classifying with unbalanced data has
attracted the attention of researchers, who have suggested
and created a number of potential solutions and applications.
Classifying using ML algorithms may be challenging when
dealing with unbalanced data. The authors of this study [9]
experimented with a dataset of unstructured data acquired
from the Human Resource field comprises of documentation
of job descriptions which was highly imbalanced for different
classes. To convert into structured data, all the documents
are segmented to extract meaningful information. Moreover,
several widely used methods are implemented to transform
text documents into numerical representations. Experimental
studies were conducted on several demonstrations of text
using various classification algorithms under a well-balanced
scheme to deal with the issue of imbalance text data of
numerous degrees. They proposed a cost sensitive tactic
where the costs are computed using a Differential Evolution
algorithm [10]. The implementation of the approach was
carried out in two steps namely resampling methods and
cost-sensitive learning. Firstly, after adjusting the costs at
the class level, they are developed at the data instance level.
They employed Logistic Regression, SVM and Decision Tree
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Classifier as classification algorithms. They found that Logis-
tic regression and SVM are more biased in terms of per-
formance in the context of high imbalance data compared
to decision trees. Modified version of CNN and LSTM are
proven to work satisfactorily to classify brain tumor on 3D
MRI scans [11]. A hybrid approach combining CNN and
LSTM, performing ablation study, was proposed in [11],
which sets up a basis for our proposed approach in this paper.

A novel framework named BSIL was introduced by [12]
which was constructed on brainstorm optimization (BSO),
to magnify the competence of NN in imbalanced text data
classification. This framework had the capability of the BSO
processes by sampling imbalanced datasets precisely. Their
first approach involves employing global random sampling
and scrambling segmentation methods to create several rel-
atively composed subsets of an imbalanced dataset. After-
wards, a parallel technique is applied to train a classifier on a
subset proficiently. Finally, to accomplish a precise prediction
outcome, they proposed a decision-making layer. Recorded
results showed that BSIL connected with CNN [12], RNN
and Self-attention model, performed with the highest accu-
racy. BSIL was formed based on the concept of distributed
ML that could process large-scale data in a particular node.
Five text classification datasets in English and Chinese were
experimented to analysis. Their experimental results show
that LSTM and SaNN models performed yielding the lowest
F1_Score of 37.5% and 24.4% respectively. The best per-
formance was achieved from BSIL-CNN model on the CR
dataset, evaluated based on the achieved highest F1_score
of 76.4%.

The authors of this study [13] represented a novel classifier
to solve the task of text-mining, as well as interactive informa-
tion access. Their proposed approach was able to extract hier-
archical relations between topics, conducting unsupervised
clustering of text documents and keywords. They extracted
keywords and weight using the graph-of-words method and
used a bipartite co-clustered graph on a two-dimensional
plane. Using three classifiers: KNN, SVM and graph, on the
BBC sport corpus dataset, they got the F1_score of 97.77%,
95.09% and 95.98% respectively. While experimenting on
BBC news corpus, for the similar classifiers, F1_score of
95.56%, 97.19% and 92.06% were achieved respectively.

This study [14] conducted their research to improve classi-
fication performance on unbalanced and noisy text data using
different techniques and three NN based approaches: a one-
layer perceptron, a two-layer Doc2Vec network and finally
a multilayer perceptron. The dataset used for the study was
collected from Kaggle, and consists of 57,647 English song
texts with their corresponding artist name and song titles.
In preprocessing phase, various meaningful features were
extracted from the text data. The proposed model: extended
multi-layer perceptron performed with the highest F1_score
of 79%. They came to a conclusion that to deal with imbal-
anced data oversampling or under sampling methods can be
applied.

This work [15] provided a simple yet efficient technique
to deal with sentiment classification challenges given by
domain-sensitivity and data imbalance. One lexicon graph
was constructed using a NN-based architecture to learn word
representations from large-scale, out-of-domain corpora, and
the other was built using word vectors trained on a small-
scale, domain-specific corpus by means of a count-based
Singular Value Decomposition (SVD) model. A framework
built on domain-adaptive feature generation is refined such
that both generic and domain-specific information may be
extracted. To address the issue of biased results from senti-
ment studies based on a minority social class, they developed
a new oversampling approach. They played around with
datasets from the book, dvd, elec, ktichen, and SemEval-
2013(Test) categories. Accuracy levels of 78.5, 75.5, 78.5,
and 81.1 percent were attained on the Books, DVD, Electron-
ics, and Kitchen datasets, respectively. The model achieved
an F1_score of 81.5% on the SemEval-2013(Test) dataset.

In this research [16], a text data classification algorithm
based on improved KNN is introduced using clustering center
method to address the issue of calculation complexity. They
eradicated the highest effect from the training text data by
compressing the dataset and removing samples adjacent to
the border. Afterwards, k-means clustering algorithm is used
to cluster the training samples belong to each type. Finally,
after introducing a weight value, the reformed data samples
are employed to achieve KNN based text classification. Pre-
processing step carried out in this research includes sentence
segmentation, eliminating stop words, extracting features and
calculating the weight. Their proposed model outperformed
the traditional KNN algorithm with an average Precision,
Recall and F1 score of 91.33%, 91.15% and 91.23% reducing
the calculation complexity.

A hybrid model combining CNN and Support Vector
Machine (SVM) was proposed in this research [17], to detect
handwritten digits on MNIST dataset which contains 70,000
data elements altogether. In this method, CNN is employed to
extract features [18], where SVM was used as a binary clas-
sifier substituting the softmax layer from CNN. The MNIST
dataset contains images of assorted and extremely biased
handwritten digits. Experimental result shows the efficiency
of adopting the framework by attaining a detection accuracy
of 99.28%. To classify sentence level, CNN is employed in
this study [19] to conduct a series of experiments, training
on the uppermost of pre-trained word vectors. A simple
CNN architecture can be hyperparameter tuned to upgrade
performance [20]. Authors showed that, using fine-tuning
approach, task-specific vectors can aid to improve classi-
fication accuracy. Moreover, the proposed architecture was
modified to employ both task-specific and static vectors.
The proposed CNN-multichannel model outperformed sev-
eral previous studies by recording an accuracy of 95%.

As CNN and RNN are regarded as two mainstream net-
works of processing natural languages, the authors of this
paper [21] combined these two architectures to represent and
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FIGURE 1. Workflow of the proposed method.

classify text data and named the model C-LSTM. In this
regard, to extract a series of upper-level phrase represen-
tations, CNN is employed. Afterwards, these features are
passed into LSTM network to acquire the sentence repre-
sentation [22]. Their model could capture both local features
and global along with temporal sentence semantics. Stanford
Sentiment Treebank (SST) benchmark dataset comprising
of 11855 movie reviews is utilized for the experiment. The
highest accuracy of 94.6% was acquired from their pro-
posed model that proves the effectiveness of their adopted
approach.

IV. METHODOLOGY
Fig. 1 displays the structure of the suggested technique and
the stages involved. Initially, data preparation and standard-
ization procedures were used for the dataset to clean and
prepare it for future processing as shown in below pseu-
docode 1. We have developed our study on 200k news head-
lines datasets by applying Deep Learning techniques. Firstly,
we have focused on data preprocessing where we deal with
themissing values of the data [23], [24]. Secondly, remove the
special character of the data and remove punctuation. Thirdly,
we cope with the problem of removing extra space. Finally,
we work on removing stop words and stemming. In the data
extraction part, handling skewed values is always challenging
to handle, from our dataset we have used Tomek-Link to

handle the imbalanced data. Though Tomek-Link algorithm
can be used as undersampling method, it cannot balance the
majority and minority class data [25]. After data extraction,
we performed some feature extraction using unigram, bigram,
and trigram. In the classification part, we have applied mul-
tiple machine learning algorithms such as: LR, SVM, NV,
and DT and lastly work on our proposed MCNN-LSTM. For
result performance, we used the accuracy, F1-score, recall
and precision in the training model and lastly compare the
results with our suggested model.

To develop our study, we have followed the process,

1. Dataset Collection
2. Dataset Preprocessing and Customized Dataset Prepara-

tion
3. Proposed MCNN-LSTM model

A. DATASET COLLECTION
We have collected a dataset from HuffPost where the total
instance is about 202,372 and the number of total features
is 40. This dataset contains 6 years of news headlines and
short description data from different newspapers. To assess
the model’s performance, the text employs 41 large-scale
text categorization datasets. These datasets are grouped into
12 different sorts of categories. The dataset is partitioned by
70:30 ratio for training and testing.
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1) DATA LENGTH
The following Fig. 2 depicts the data length of the dataset
where we can see that the highest percentage of the category
of the dataset is ‘‘Lifestyle and Wellness’’ and the number
is 20.2% while the lowest number of data is ‘‘Environment’’
with the number of 2.0%. From this chart, we can visualize
that in our work which type of category of the dataset plays a
vital role in terms of producing commendable outcomes. The
‘‘Politics’’, ‘‘Sports and Entertainment’’ are used 16.3% and
15.1% respectively.

B. DATASET PREPROCESSING AND CUSTOMIZED DATASET
PREPARATION
1) DATA BALANCING
After the data collection process, the raw data may have
different issues, such as noise, imbalance, or bias. These
issues may affect the accuracy of categorization process. Data
pre-processing is a technique which includes data cleaning
mining, balancing etc.

Pseudocode 1 Handling Imbalanced Dataset With kNN
(Dataset = (X, Y))

1. q = number of instances
2. k= number of boosting iterations
3. (misclassified_weight+. classified_weight−) =

weight_Assignment(dataset,k)
4. initialize weight xi ϵ Q to 1/q.
5. for i = 1 to k do
6. create balanced dataset Qi with distribution Q using

Under-sampling(dataset)
7. Decision Tree Ti from Qi employing
8. los_sum← 6 Ti(xi)̸=yiQt

i misclassified_weight+ (i)
9. acc_sum← 6 Ti(xi)=yiQt

i classified_weight
−(i)

10. accumulate the error rate of Ti, error (Ti)
11. if error (Ti) ≥ 0.5 then
12. go back to step 5 and try again
13. end if
14. for each xi ϵ Qi that correctly classified do
15. accumulate weight of xi by αt ← (error (Ti)/1-

error(Ti)) //update weights
16. end for
17. normalize Q
18. end for
return the class with largest weight

Here, hyper-parameter optimization determines the param-
eter k. Then, random under-sampling is conducted on each of
the newly established clusters by picking 50 percent of the
instances at random and eliminating the remaining instances.
As clustering is performed prior to sampling, this approach
should theoretically perform best when the dataset tends to be
utilized for building a large number of clusters. Each instance
is first assigned a weight of 1/q, where q is the total number of
training instances. The weights of occurrences are modified
based on their classification.

To solve the data imbalance problem, there are different
techniques adopted to apply on the skewed or imbalanced
data when both majority and minority class occurrences
overlap. For this study, we have applied the Tomek-Links

FIGURE 2. Data Length of the dataset.

technique [26], which examines these pairings of instances
while removing the majority class’s data from each pair. The
purpose of this algorithm is to clean up the boundary between
the minority and majority classes. Named after Ivan Tomek
himself, Tomek-Links [26] is an undersampling approach
which is amodification of condensed nearest neighbors; how-
ever, it cannot balance data from the majority and minority
classes. Tomek-links is employed as a data cleaning approach
in our strategy to eliminate noisy data. Pseudocode 1 shows
the possible way to handle the data imbalance problem with
kNN algorithm.

2) DATASET PARTITION
We divide the dataset into 12 categories, where the name of
categories are: ‘‘Lifestyle andWellness’’, ‘‘Politics’’, ‘‘Sports
and Entertainment’’, ‘‘Travel_Tourism and Art_Culture’’,
‘‘Empowered Voices’’, ‘‘Parenting and Education’’, ‘‘Misc’’,
‘‘General’’, ‘‘Worldnews’’, ‘‘Business and Money’’, ‘‘Sci-
ence and Tech’’, and ‘‘Environment’’. The highest number
of sub-categories is 5 for ‘‘Lifestyle and Wellness’’, ‘‘Sports
and Entertainment’’, ‘‘Sports and Entertainment’’ category
and the lowest number of sub-categories is 1 for ‘‘Politics’’.
The dataset is splitted into 70:30 for training and testing
part. Table 1 shows the dataset partition of our work. From
table 1, we also analyzed that the highest number of test set is
14275 for ‘‘Lifestyle andWellness’’ categories and the lowest
number of test set is 1450 for ‘‘Environment’’ category.

C. PROPOSED MCNN-LSTM MODEL
Initially, we developed a structure utilizing the CNN
approach. Second, we installed an LSTM-based model.
Lastly, we created a hybrid model that combines the CNN and
LSTM techniques. Based on the testing findings that we will
describe in the next section, the hybrid model provided the
best performance. For this reason, wewill focus on describing
the CNN-LSTM hybrid model that we refer to as MCNN-
LSTM. The suggested CNN-LSTMmodel is shown in Fig. 3,
followed by pseudocode 2.

Here, we discuss the CNN-LSTM model’s design and
operation concept. As mentioned above, the output of the
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TABLE 1. Dataset partition.

FIGURE 3. Proposed MCNN-LSTM Model.

Embedding layer corresponds to a CNN layer of type ‘‘Con-
volution 1D.’’ In order to lower the dimensionality of the
CNN output [19], a MaxPooling layer is then implemented.
Next, an LSTM layer is linked. In the last step, a dense output
layer with a single neuron and a sigmoid activation function
is used to determine class decisions. In the following pseu-
docode 2, we analyzed the proposed MCNN-LSTM method.
Here, we take the dense layer activation function is ‘‘ReLU’’
and the input is the total number of features. The number of
outputs is 12 and the dropout layer, we used a dropout rate
of 0.5.

A typical method for classifying text data is the matching
of news categories to the substance of news stories. The news
category dataset has around 200k unique articles divided into
42 categories, making it an appropriate dataset for our study.
We attempted to arrange these 12 categories into 12 groups
while also attempting to balance the dataset. To prepare our
text data for machine learning, we must modify its structure
to be more conducive to analysis by our classification model
and extraction of pertinent information.

The proposed MCNN utilizes sentences as regions, split-
ting an input text into several regions so that the useful
affective information in various regions can be extracted and
weighted according to their contribution to the multi class
prediction, as opposed to the standard CNN which considers
the entire text as input [54]. On other hand, the LSTMs pro-
cess sequential data, and as the number of layers is expanded,
the input data is gradually abstracted at higher and higher
levels. The number of memory cells in a layer is less crucial
than the network depth. Stacked LSTM is used to refer to
LSTMs that have numerous layers. The sequential output is
always provided by these upstream levels rather than a single
output result.

FIGURE 4. Working procedure of LSTM in our proposed method.

A sigmoid function and applied filter may eliminate unnec-
essary cell state information from forget gates to improve
LSTM network performance [27]. Fig. 4 depicts the structure
of LSTM in our proposed model. The sigmoid and tanh
functions are used here so that we can be sure that thematerial
that is being contributed to the unit condition is not very
important. There are a few ways to express in Equation 1:

ur = ϕ (Ei · [xn−1, yn]+ ji)

D̃p = α (Eu · [xt−1, yn]+ ju)

Dp = qc ◦ Dn−1 + ur ◦ D̃p (1)

where it refers to the input gate and Ei and Ji are weights
and bias of the input gate. Approximately Dp refers to the
potential update vector, Dp is the new cell state and Dn−1 is
the previous cell state. In addition to that, it makes a vector by
the application of the tanh function, which works in a manner
analogous to the input gate. Equation 2 depicts the work:

aq = σ (Eo · [xn−1, yn]+ jo)

fq = oq ∗ tanh
(
Dp

)
(2)
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where aq refers to the output gate, fq refers to the new hidden
state, and Eo and jo denotes to the weights and biases of
the output gate are discussed here. Because of its useful-
ness in assessing and forecasting temporal sequence data,
we’ve opted to employ a traditional LSTM network. When
training regular RNNs, the vanishing gradient issue may
arise [55]. Because of this need, LSTMs were developed.
When compared to other sequence learning algorithms like
RNNs and hidden Markov models, LSTMs perform much
better. Effective preprocessors effectively represent the docu-
ment in terms of both space and time needs, while preserving
retrieval efficiency. A basic extraction technique collects all
files from their respective directories and combines them
into a single JSON file. We referred to the technique of
cleaning a text and deleting any extraneous material as noise
removal [28]. This includes text cleaning (to remove punc-
tuation marks and extra space), stopword removal (removal
of all language-specific functional words, such as pronouns,
prepositions, and conjunctions), and lemmatization (group-
ing together the various inflected forms of words so they
can be analyzed as a single term using the Natural Language
Toolkit (NLTK) [29].

Pseudocode 2MCNN-LSTM (Dataset = (X, Y))
1. Input: N (A set of n text data, N = N1, N2, . . . ., Nn )
2. Output: Y (Text label: 0 or 1)
3. foreach text Ni in N do
4. Vi =Word_Embedding (Ni)
5. end
6. foreach Vi do
7. Ci = CNN(Vi)
8. end
9. foreach Ci do
10. Oi = LSTM(Ci)
11. end
12. foreach Oi do
13. Yi = sigmoid (Oi) // Dense layer with sigmoid
function
14. end

1) FEATURE SELECTION
Feature selection approaches are crucial for machine learning
algorithms, since they are required to extract the most infor-
mative features for categorization. The primary objective of
feature selection is to eliminate input characteristics that are
irrelevant to categorization [56]. This may reduce the cost
of training and increase precision. Feature selection enables
the machine learning model to exclude irrelevant and redun-
dant predictors and build a new strategy for achieving more
accuracy with less text input. Redundant features may hinder
the efficiency of machine learning systems. We utilized the
word embedding approach for choosing features [30]. Word
embedding is a term used in natural language processing
(NLP) to describe the representation of words for text analy-
sis, often in the form of a real-valued vector that encodes the

FIGURE 5. Word embedding technique of our work.

word’s meaning so that words that are are presumed to have
comparable meanings.

Above the Fig. 5 represents the workflow of the word
embedding technique to select the feature of the model. The
input text is the number of Matrix where the number is con-
sidered the numerical value. Then we tokenize the sentence
after converting it from numerical to text data then convert the
sequence of integers. Tokenization removes important data
from your environment and replaces it with these tokens.
Again, to get the numeric value of the sentence, we use the
pad sequences and lastly for embedded words we use the
max_sequence_length 500.

Reducing the dataset’s dimension and deleting extraneous
characteristics helps provide a thorough classification model.
The primary difficulty of the feature reduction technique is
to identify the optimal subset of characteristics in order to get
the most accurate categorization. In Fig. 6, which depicts the
confusion matrix between the model’s features, the dataset’s
categories are represented as properly and incorrectly
categorized.

The ‘‘Lifestyle and Wellness’’ category are correctly clas-
sified with 376 class. The highest number of classified values
is 3258 which denotes the ‘‘Empowered Voices’’ and the
lowest number of values is ‘‘Lifestyle and Wellness’’ cate-
gory. The confusion matrix is a popular metric for assessing
machine learning algorithms. Consequently, selecting proper
evaluation criteria is crucial for addressing the data imbalance
issue [31], [32], [33], [34]. Again, the ‘‘Politics’’ category
data are classified correctly with the value of 677 which is
lower compared to ‘‘Parenting and Education’’ category data
of 816.

V. EXPERIMENTAL RESULTS AND DISCUSSION
We demonstrate the applicability of our proposed approach
by using a dataset including news category information. Each
word is encoded as a continuous, low-dimensional real-value
vector by the embedding layer. To emphasize the benefits of
the network structure we created, we manipulated the word
embedding factor relative to other network models. All deep
learning models used in the experiment trained their word
vectors using word2vec.We retain the model parameters with
the greatest validation precision and use them to analyze the
test set. Local features may be successfully retrieved from a
sequence using the CNN layer [35]. In addition, we use a
Dropout layer to prevent overfitting because doing so takes
significantly less time. Dropout has the effect of reducing the
aggregate adaptability of neuronmodes while simultaneously
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FIGURE 6. Confusion matrix of the model.

increasing their generalizability [36]. After each of the CNN
and CNN-LSTM layers comes the dropout, which has a
value of 0.5 and is applied there. Our model’s parameters
are initialized in a random fashion, with the exception of the
maximum sequence length, which we set to 500 characters,
and the embedding, which we set to 50. The Dropout layer
is a mask that, when applied, prevents certain neurons from
contributing information to the layer below it while leaving
all other neurons unaltered [37]. We applied a Dropout layer
to the input vector, in which case it will nullify some of the
characteristics of the input vector. Alternatively, we applied
it to a hidden layer, in which case it will nullify some of
the neurons that are buried behind the hidden layer [38].
To evaluate the performance of the machine learning models,
we used mainly two criteria: accuracy score and F1 score.
Accuracy: The percentage of correct predictions made in

relation to the total amount of data collected is the definition
of accuracy. Training data are used in order to perform accu-
racy evaluations.

Accuracy =
Number of Correct Prediction

Total Number of predictions made

F1-Score: The F1 Score may vary anywhere from 0 to 1, and
it represents the harmonic mean of the accuracy and recall
scores. It is a measurement of how precise the classifier is.
Our model is considered to be more accurate when it has
a higher F1 Score [39]. It may be expressed numerically

as follows:

F1-Score = 2 ∗
Precision ∗ Recall
Precision+ Recall

Precision: The term ‘‘precision’’ refers to the accuracy of
the classifiers. It falls somewhere in the middle of the
range [0 to 1].
Recall: The ability to recall information provides insight

into the comprehensiveness of a classifier. It falls somewhere
in the middle of the range [0 to 1].
Macro Averaged F1 Score Versus Accuracy: The macro

averaged F1 score is the average of the F1 scores from each
category; the number of samples in each class is ignoredwhile
calculating this average [40]. We intend to obtain comparable
accuracy and a macro averaged F1 score while classifying
unbalanced datasets, such that the accuracy represents the
categorization for all classes.

A. DATASET MEASUREMENT
We measure the length analysis and sentiment analysis for
the measurement of the dataset. To demonstrate the type
and context of the application areas such as entertainment,
politics, technologies etc. we have performed the length and
sentiment analysis on the dataset. The lengths of each text
data are not same and that gives a diversity, which portraits the
real-world situations [41]. On the other hand, it is evident that
sentiment analysis gives an insight of the data before the main
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exploratory analysis. Based on the histogram and density
measurements the analysis are shown in the next sections.

1) LENGTH ANALYSIS
It is vital to consider the length of the text since a sim-
ple calculation may provide a wealth of information [42].
Perhaps we are fortunate enough to learn, for instance, that
one category is consistently longer than another, in which
case the length would be the only attribute required to cre-
ate the model. Unfortunately, this won’t be the case due to
the identical lengths of news headlines, but it’s worth a go.
There are many length measurements for textual data. The
most prevalent length measurements for text data are shown
in Fig. 7.

FIGURE 7. Length analysis of the dataset.

2) SENTIMENT ANALYSIS
Sentiment analysis is the numerical or categorical represen-
tation of the subjective feelings of text data. Due to the
ambiguity of natural language, calculating sentiment is one of
the most difficult NLP jobs. For instance, the statement ‘‘This
is so horrible that it’s wonderful’’ has several meanings.
A neural sentiment might come from a model assigning a
positive signal to the word ‘‘good’’ and a negative signal to
the term ‘‘bad.’’ This occurs as the context is uncertain.

The optimal strategy would be to train a sentiment model
that is tailored to your data. When there is little time or data,
one may use pre-trained models, such as Textblob and Vader.
Textblob, which is developed on top of NLTK, is one of the
most popular; it can assign polarity to words and calculate the
average of the whole text. Vader (Valence aware dictionary
and sentiment reasoned) is a rule-based model that performs
especially effectively with data from the news media. The
majority of the headlines are impartial, with the exception
of the Politics news, which is slanted negatively and Tech
news that has a spike on the positive tail. The following Fig. 8
depicts the sentiment analysis of the dataset.

3) COMPARISON OF THE RESULT
In our work, we consider the both imbalanced and balanced
dataset then we compare the result along with our proposed
model MCNN-LSTM.

FIGURE 8. Sentiment Analysis of the dataset.

TABLE 2. Results of LR, NB, DT, SVM, CNN, LSTM, MCNN-LSTM applied on
imbalanced dataset.

In the above table 2, we compare the result at first with the
imbalanced dataset in terms of F1 score result. From the table,
we analyzed that our proposed model MCNN-LSTM outper-
formed the traditional machine learning: Logistic Regression
(LR), Naïve Bayes (NB), Decision Tree (DT) and Support
Vector Machine (SVM) in terms of all the categories of the
dataset for imbalanced dataset.

Table 2 reveals that our model MCNN-LSTM (95.4%)
outperforms current methods for finding balanced text data.
The dataset’s F1 scores show how effectively each category
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is recognized. The table below illustrates that both algorithms
categorize an unbalanced sample effectively, and all cate-
gories have similar F1 scores. The macro averaged F1 scores
95% and accuracies do not fluctuate, showing that each class
is correctly categorized.

We can see that our suggested MCNN-LSTM model out-
performed the other standard machine learning model in
terms of f1-score and accuracy, as shown in Fig. 7. The
MCNN-LSTMmodel, shown by the light blue line, performs
better on the skewed dataset than the other models.

TABLE 3. Results of LR, NB, DT, SVM, CNN, LSTM, MCNN-LSTM applied on
balanced dataset.

In the above table 3, we compare the result at first with
the balanced dataset in terms of F1 score and accuracy
result. From the table, we analyzed that our proposed model
MCNN-LSTM outperformed the traditional machine learn-
ing: Logistic Regression (LR), Naïve Bayes (NB), Decision
Tree (DT) and Support Vector Machine (SVM) in terms of all
the categories of the dataset for imbalanced dataset. Table 3
shows the results of our study, which show that when it
comes to identifying balanced text data, standard techniques
are beaten by our proposed model MCNN-LSTM (98.65%).
When we compare the F1 scores of every sample in the
dataset, we can see howwell each category is identified. Both
algorithms do well, as shown in the table below when catego-
rizing a balanced sample, and all categories have comparable
F1 scores. For comparing multiple algorithms or situations,
the F1-scores and accuracy has been used evidently in many
researches including personality prediction [43], eye disease
prediction [44], predicting the sentiment trends and emotion
patterns [45], etc.

From the following Fig. 9 and Fig. 10, we visualize that
our proposed model MCNN-LSTMmostly outperformed the
other traditional machine learning model in terms of f1-
score and accuracy. The light blue color line denotes the

MCNN-LSTM model which outperforms the other model in
different color in terms of balanced dataset.

TABLE 4. Results of LR, NB, DT, SVM, CNN, LSTM, MCNN-LSTM applied on
imbalanced dataset.

TABLE 5. Results of LR, NB, DT, SVM, CNN, LSTM, MCNN-LSTM applied on
balanced dataset.

In the above table 4 and 5, we visualize that in case
of balanced dataset our proposed MCNN-LSTM model has
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FIGURE 9. F1 Score comparison for the imbalanced dataset.

FIGURE 10. F1 Score comparison for the balanced dataset.

achieved better result in 9 categories while for the imbalanced
dataset we get better result in 7 categories comparing with
traditional machine learning algorithmswhich denote that our
proposed model performs better. Fig. 11 depicts the accuracy
comparison for the balanced dataset.

We applied Mean squared error (MSE), Log loss (LL) and
Cohen’s kappa Score in terms of get the robustness of our
proposed model.

a: MEAN SQUARED ERROR (MSE)
Mean squared error (MSE) [39] is typically regarded as the
most essential metric for evaluating various machine learning
and deep learning algorithms, including our proposed model
MCNN-LSTM. The lowest error which was approximately
0.5% is observed with the help of our proposed MCNN-
LSTM approach, while the highest error rate has come from
the SVM algorithm (just over 4%). Surprisingly, CNN and
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FIGURE 11. Accuracy comparison for the balanced dataset.

FIGURE 12. Means Squared Error (MSE).

DT (just under 1%) generate similar MSE values. Though,
LSTM scores 1.5% and NB gives 2.8% MSE value accord-
ingly. Furthermore, LR is the only method which displays a
higher MSE value similar to the SVM technique (Fig. 12).

b: LOG LOSS
The lower the log-loss, the more closely the predicted value
matches the genuine one (0 or 1 in case of binary classi-
fication) [40]. The log-loss value increases as the degree
of discrepancy between the expected and observed proba-
bilities grows. Fig. 13 displays the log loss (LL) for the
models we applied along with our proposed one. The pro-
posed MCNN-LSTM model produces the lowest LL value

FIGURE 13. Log Loss (LL).

of 0.5 along with CNN with the same value, while the
highest LL value is 4.5 of NB. While LSTM produces
1.5 and SVM, DT and LR gives the output of 2.5, 2.3 and
3.2 accordingly.

c: COHEN’S KAPPA SCORE
Cohen’s Kappa is a statistical metric for determining the
level of agreement between two raters of the same quan-
tity [41]. From Fig. 14, we can assure that our proposed
model MCNN-LSTM achieves the highest value of 1 while
the lowest one come from SVM with 0.81. Again, CNN
and LSTM provides 0.94 and 0.92 accordingly. In terms
of traditional machine learning algorithms, we analysis that
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FIGURE 14. Cohen’s kappa score.

FIGURE 15. Time complexity of each model based on chosen parameters.

DT produces the highest one with 0.87 while NB and LR
gives 0.85 and 0.82 respectively.

From the above statistical analysis, we assure that our
proposed model MCNN-LSTM produces the best outcomes
in terms of justification.

In this table 6, we compare our model result with the
other model. In [42], the author used an imbalanced data of
Indonesian News Title where their best method RoBERTa
gave 99.52% accuracy while in their dataset. Also in terms
of [57] and [58] works our model outperformed them with
an accuracy of 99.65% which prove the robustness of our
proposed model.

To be able to reproduce the same outcomes, we have
shown the machine learning parameters and hyper param-
eters needed in this proposed approach in table 7. All the
machine learning models used in this paper are developed
in python using sklearn or keras packages. The necessary
default parameters and hyper parameter could be utilized
from the python packages. Therefore, the information of the
hyper parameters used are provided.

Randomly selecting hyper parameter values instead of grid
searching may provide better models faster. The specifics of
the deep learning model, together with the suggestedMCNN-
LSTM, are shown in table 8. When it came to optimizers,
we utilized Adam [50] for all of the models. As for activa-

TABLE 6. Comparison of accuracy with some existing literature.

TABLE 7. Hyper parameters for the machine learning approaches.

TABLE 8. Hyperparameters of the deep learning models along with
proposed MCNN-LSTM.

tion functions, we used relu [51] for CNN and LSTM, and
we used LeakyRelu [52] for our suggested technique. The
table allowed us to do further analysis, which revealed that
CNN and LSTM each had a total of two hidden levels, but
the solution that we have developed has four hidden layers.
The learning rate determines how big a number ought to
be [53], and for our suggested model, we picked 0.0005 as
the learning rate. Once again, the batch size for CNN and
LSTM is 32, while the batch size for the suggested model is
50. Epoch’s size for our suggested technique is 80, whereas
the corresponding values for CNN and LSTM are 50 and
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TABLE 9. Environmental setup.

TABLE 10. Time taken by the deep learning models along with proposed
MCNN-LSTM on Dataset.

60, respectively. The setup has been completed and the
implementation has been carried out on the system shown
in table 9.

Table 10 displays the actual amount of time, in seconds,
that various models took to process the HuffPost dataset
on the computer system that was constructed according to
table 10. Each of the models is run for a total of 20 epochs
to get the real time again.

Table 9 shows that the model’s temporal complexity grows
in tandem with the number of convolution layers and fully
linked ones. The time it takes to execute a model depends
on a variety of factors, including the complexity of the
model and the number and size of filters used. Therefore,
it shown that the temporal complexity of the model is depen-
dent not only on the number of convolution layers but also
on the number of filters and the size of the filters. Run-
ning the LSTM model took a little longer than the previous
CNN model, but only by about 5% to 10%, demonstrating
that the increasing number of fully connected layers affects
only the overall time complexity. The LSTM model has the
same number of convolution layers as previous models, but
2 fully connected layers. Our suggested model is the most
time-consuming since it has 3 convolution and 3 fully linked
layers.

The amount of time (in seconds) spent by each model is
shown in Fig. 15, and it is dependent on the parameters.

VI. LIMITATIONS AND CHALLENGES
The research is carried out with the use of the huge dataset
for the first time that are accessible to the public. The deep
learning model that was suggested is put through its paces by
being applied to this datasets in order to assess its effective-
ness. It can be seen from the recorded performance metrics
that the new model has a consistent level of accuracy and a
high level of accuracy when it is applied to this large number
of dataset. In addition to this, the model is able to generate
the results in the shortest period of time possible.

The limitation of the proposed system are as follows:
In this work, the transfer learning is not applied along with

the machine learning and deep learning model.

• Different newspaper datasets are not compared here.
Only Indonesian newspaper dataset is compared.

• In terms of balancing dataset with the help of Tomek-
Link algorithm, the result gives very good performances
though there is a slight number of imbalance data.

• The per epoch time for a dense layer is greater than the
per epoch time of the convolution layer, fully connected
layer. To get the good result, we vary the epoch size in
terms of the deep learning model along with proposed
model.

• There is a number of different features and optimization
techniques available which is not applied here in the
model.

The challenges of the proposed system are as follows:

• Dealing with highly imbalanced and noisy dataset.
• Finding the best approach to design a model that can
analyze imbalanced dataset.

• Finding the appropriate preprocessing step convenient to
our work.

• Finding the appropriate preprocessing step convenient to
our work.

• Selecting the correct model to classify our data.

VII. CONCLUSION
When it comes to supervised learning, content categorization
is a crucial component of several information processing
approaches. The efficiency of traditional supervised algo-
rithms has decreased as a result of an increase in the number
of records to be processed. The majority of high-performance
algorithms are slowed down when presented with datasets
that are not balanced. We have come up with a one-of-a-
kind model that we call the multi-class MCNN-LSTM. This
model combines a convolutional neural network (CNN) with
an extended short-termmemory network (LSTM) and has the
ability to learn several different classes. The MCNN-LSTM
is able to learn phrase-level features thanks to a convolutional
layer, and these characteristics are then fed into an LSTM so
that it can learn long-term dependencies. The dataset is first
brought into balance using the Tomek-Link method before
the suggested model, which is superior to the work that came
before it, is used. According to the findings of this research,
it performs far better than other machine learning algorithms
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when it comes to text classification. Investigating the impact
that deep neural networks have on datasets acquired from
the actual world with the intention of achieving sustainable
development goals is likely to be the next step in the future.
Utilizing transfer learning, the many feature extraction meth-
ods that are compatible with deep neural networks (such as
principal component analysis, or PCA), and other variants of
neural network models are part of the ongoing research in this
area.
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