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ABSTRACT Education is very important for students’ future success. The performance of students can be
supported by the extra assignments and projects given by the instructors for students with low performance.
However, a major problem is that students at-risk cannot be identified early. This situation is being
investigated by various researchers using Machine Learning techniques. Machine learning is used in a
variety of areas and has also begun to be used to identify students at-risk early and to provide support by
instructors. This research paper discusses the performance results found using Machine learning algorithms
to identify at-risk students and minimize student failure. The main purpose of this project is to create a
hybrid model using the ensemble stacking method and to predict at-risk students using this model. We used
machine learning algorithms such as Naïve Bayes, Random Forest, Decision Tree, K-Nearest Neighbors,
Support Vector Machine, AdaBoost Classifier and Logistic Regression in this project. The performance of
each machine learning algorithm presented in the project was measured with various metrics. Thus, the
hybrid model by combining algorithms that give the best prediction results is presented in this study.
The data set containing the demographic and academic information of the students was used to train and test
themodel. In addition, a web application developed for the effective use of the hybridmodel and for obtaining
prediction results is presented in the report. In the proposed method, it has been realized that stratified k-fold
cross validation and hyperparameter optimization techniques increased the performance of the models. The
hybrid ensemble model was tested with a combination of two different datasets to understand the importance
of the data features. In first combination, the accuracy of the hybrid model was obtained as 94.8% by using
both demographic and academic data. In the second combination, when only academic data was used, the
accuracy of the hybrid model increased to 98.4%. This study focuses on predicting the performance of at-risk
students early. Thus, teachers will be able to provide extra assistance to students with low performance.

INDEX TERMS At-risk students, classification, dropout prediction, hybrid model, machine learning
techniques, stacking ensemble model, student performance prediction.

I. INTRODUCTION
Some students may fail their courses during the semester due
to various problems such as psychological reasons, family
situation, friend environment or not getting enough support
from the teachers. The school success of such students is
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at risk. Early intervention is required by teachers to identify
students at risk and to support the educational status of these
students. Early prediction of students’ achievement perfor-
mance can help instructors identify those students who need
extra courses, additional assignments, or assistance [3].

It can be a problem for teachers to analyze the perfor-
mance of each student in schools with a large student pop-
ulation. If students whose school success is not good can be
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determined early, studies can be started to increase the school
success of such students and it can be ensured that such
students succeed before it is too late. In our case, the best
student group to study for this subject is High School or
University students. For now, the best target of the project
includes high school students, since school success will also
affect the future education life of the students. Thus, with the
data set obtained from high school students and containing
the academic and demographic information of the students,
their failure status can be determined [1], [2], [3], [4]. This
project includes high school students studying in Turkey.
Students counted as successful or unsuccessful within the
scope of the project were determined according to the rules
of the education system. It is determined whether the students
are successful or not by looking at the year-end average scores
of the students. If the year-end average of the course is 50 and
above, the student is considered successful in that course.
If the year-end average of the course is below 50, the student
is considered to have failed that course. In addition, according
to the education system regulation, students with a year-end
general average grade below 50 can pass to the next grade as
responsible if they have at most 3 failed courses at the end of
the year. According to the specified rules, students who will
be unsuccessful at the end of the year must be determined
early. However, determining the school performance of all
students is a very difficult issue for educators and training
places. The reason for this difficulty may be due to the large
student population and the lack of sufficient resources [5].
For this reason, it is necessary to use different techniques to
identify students who are in a risk situation.

To solve this problem, many researchers in the literature
have stated that machine learning techniques give useful
results, e.g., [6], [7], [1], [8], [2], [5], [9], and [10]. Machine
learning is based on the idea of modeling by identifying
useful information from the data to help with problems [12].
Machine learning techniques, which have been widely used
in different fields, have been used in studies in the literature
within the subject of identifying students at risk, e.g., [3],
[11], [5], [9], and [12]. However, unlike the methods followed
to solve this problem in previous studies, it was planned
to create a hybrid model with machine learning techniques
in this project. Supervised learning algorithms have been
considered for the creation of the hybrid model. It is intended
to use Naive Bayes, Support Vector Machine, Random For-
est, Decision Tree, K-Nearest Neighbor, Logistic Regression
and AdaBoost algorithms to obtain the initial results. The
accuracy values of the algorithms to be used were measured
with various metrics and the algorithms that provide the best
performance were determined. With this new method devel-
oped for this project topic, at-risk students will be identified
with high accuracy. As a result, it enables the hybrid model
to produce better prediction results compared to the indi-
vidual models. Bagging, Boosting and Stacking techniques
are ensemble methods used to combine several machine
learning techniques. Bagging refers to bootstrap aggregation.
It is an ensemble method used to increase the accuracy of

classification models. Boosting is another ensemble method
that uses a weighted average to produce strong learners from
weak learners. Stacking is an ensemble method that com-
bines multiple models of different types and uses a meta
classifier [13]. One of the purposes of this project is to create
a hybrid model by combining multiple supervised machine
learning algorithms. For this purpose, the stacking ensemble
learning approach is quite suitable to be used. Stacking can
be used to combine multiple classification and regression
models. The architecture of the stacking method consists
of two phases. Phase 1 is the base model. From the base
models, the one which give the best prediction results that
fit the training data are determined. In Phase 2, the meta-
classification model is decided; it is the model that learns to
best combine the predictions of the base models. Stratified
k-fold cross validation of the base models is an effective way
to prepare the training dataset for the meta model. The final
estimation results are obtained as output from the developed
hybrid model.

The main aim of this project is to identify high school
students at risk before the end of the education period and
to support the education of high school students. The pur-
pose of our research is to increase the success performance
of students, as well as to identify students who may fail
in the class before the end of the semester and to provide
timely support by the teacher to such students. Teachers
can be informed about students at risk (students who may
fail) as determined by the hybrid model and additional study
material may be provided to these students by the teachers.
By analyzing the characteristics of the data set obtained
from the students, the characteristics that affect the school
performance of the students can be determined. Thus, more
efficient results can be obtained by using these data while
creating a hybridmodel. The data set used in this researchwas
newly collected from high school students by having them
completing a questionnaire. With the created form, a data set
containing demographic and academic (school marks) data
features was obtained from participated students. According
to the conducted analysis, it was observed that academic
data contributed more to the identification of students at risk.
Before the hybrid ensemble model was created, individual
models were created and evaluated with supervised learning
algorithms. In this step, algorithms that give better results
were observed and their results were compared in the paper.
Depending on the results obtained, the hybrid ensemble
model was developed. The stacking approach was used to
create a hybrid model and the contribution of the obtained
results to the research was presented.

The contribution of this research includes the developing of
the hybrid ensemble model with the stacking approach, cre-
ating and evaluating various supervised learning algorithms,
collecting a new dataset from high school students, discover-
ing important data features that affect students’ school perfor-
mance by analyzing the newly collected data set, developing
the web application, and integrating the hybrid model into
the developed web application. In line with the aim of the
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research, with the integration of the developed hybrid model
into the web application, it can help teachers to identify
students at risk more effectively. Consequently, the developed
hybrid ensemble model can help to solve the problem of
identifying students at risk. At the end of the study, the hybrid
model gave higher prediction performance and successfully
identified students at risk.

The rest of this paper is organized as follows. Background
and literature review is presented in Section II. The opera-
tional stages of the project are explained in the experimental
setup which is included together with methods in Section III.
In Section IV, the performance results obtained from the
applied methods are presented and discussed. Section V
includes limitations of the work. Section VI is the conclusion
and future work.

II. BACKGROUND AND LITERATURE REVIEW
A. SOLUTIONS FOR PREDICTING THE AT-RISK STUDENTS
AND THEIR PERFORMANCE
Nowadays, with the development of technology, many studies
have been started in the fields of data science and machine
learning. Machine learning has become widely used in areas
such as predicting students at risk, predicting students’ final
exam scores, and identifying unsuccessful students early.
Identifying students at risk is an important condition for
teachers to carry out additional studies to support their perfor-
mance. Since teachers do not have the appropriate resources
to identify such students, machine learning techniques are
used [12], [5], [9]. In previous literatures, models were cre-
ated by using many machine learning algorithms and the
accuracy of predictions were discussed.

Identifying students at-risk and handling them properly has
received considerable attention from the research community,
e.g., [18], [19], [7], [20], [21], [22], [23], [24], [25], and [26].
For instance, Adnan et al. [15] developed an approach which
allows for early intervention by predicting at-risk students
during the course offering. Agrawal andMavani [6] described
a method which employs machine learning techniques for
student performance analysis. Akçapçnar et al. [27] analyzed
eBook interaction logs to identify at-risk students as early as
possible.

Behr et al. [28] utilized random forest for early pre-diction
of university dropouts. Berens et al. [29] used ad- ministra-
tive student data for early detection of students at risk. Lee
and Chung [30] worked on improving the performance of
dropout prediction. Figueroa-Canas and Sancho-Vinuesa [31]
checked performance of students in quizzes to predict early
dropout.

Burgos et al. [32] developed a dropout preventive approach
by employing data mining techniques for modeling students’
performance. Cortez and Silva [1] applied data mining tech-
niques to predict secondary school student performance.
Costa et al. [33] evaluated the effectiveness of data mining
techniques for early prediction of students’ academic fail-
ure in introductory programming courses. Mueen, Zafar and
Manzoor [34] applied data mining techniques for modeling

and predicting students’ academic performance. Gupta and
Sabitha [35] studied student retention by applying data min-
ing techniques.Wolff et al. [36] analyzed clicking behavior to
predict students at risk and improve retention. Park et al. [37]
also analyzed click streams for behavior detection.

Chung and Lee [38], [39], [40] handled dropout among
high school students. Huang and Fang [41] compared our
types of predictive mathematical models for predicting stu-
dent academic performance in an engineering dynamics
course. Hung et al. [42] employed time-series clustering
method for identifying at-risk students which provides the
opportunity for early interventions. Hussain et al. [43] utilized
machine learning techniques to analyze learning sessions data
to predict student difficulties leading to dropout.

Cano and Leonard [44] concentrated on underrepresented
student populations to avoid their dropout by early warning.
Finally, dropout from MOOC courses has been tacked by
several research groups, e.g., [45], [46], [47], [48], and [49].
Liao et al. [50] developed an approach for predicting low
performing students.

Chui et al. [14] proposed the use of the improved con-
ditional generative adversarial network based deep sup-
port vector machine algorithm. With the developed method,
researchers tried to predict the performance of students under
supportive learning. They generated new training data with
improved CGAN and emphasized the importance of gener-
ating new data for the models. As a result, 0.968, 0.971 and
0.954 values from specificity, sensitivity and AUC metrics
were obtained, respectively, with the model they developed
using 10-fold cross validation.

The success rate of predicting students at risk early de-
pends on the characteristics of the data set used and the
algorithms with high performance. Macarini et al. [7], aimed
to find students at risk by obtaining the best combina-
tion using various data sets and classification algorithms.
In this study, models developed with classification algorithms
(Naive Bayes, Random Forest, AdaBoost, Multilayer Percep-
tron, K-Nearest Neighbor, Decision Tree) were tested on stu-
dent data from ‘‘Introductory Programming Courses’’ taken
from the Moodle platform. Among the algorithms tested on
13 data sets with various data features, the AdaBoost algo-
rithm has yielded very good results, especially in the 2nd,
5th, and 12th data sets. To identify students at risk before
the end of the term, they obtained very suitable results to
determine students’ performance before the end of the school
with the student data used until the 8th week. In addition, the
results of the questionnaires made to the students to measure
the effect on the models were also included in the data set,
but no increase in the performance of these models was
observed. During the experiment, they removed the Decision
Tree algorithm due to the over-fitting problem. When the
cognitive, social, and teaching presence element were used,
it has been observed that these features did not contribute to
the performance of the models.

The AdaBoost algorithm was also used by Lakkaraju et al.,
in his studies [5]. The subject discussed in this study is to

1226 VOLUME 11, 2023



R. Z. Pek et al.: Role of Machine Learning in Identifying Students At-Risk and Minimizing Failure

identify students who most need the programs developed by
teachers in order for students to graduate on time. Since some
schools do not have enough budget and resources, assistance
cannot be provided to students in every risk situation. Consid-
ering this situation of the schools, it is necessary to ensure that
the students in the risk situation determined by the models
developed by the researchers are ranked from the highest
risk to the least risk situation. The collected data work on
a very large data set consisting of 200,000 students from
2 different schools. The Random Forest algorithm performed
better in identifying at-risk students early. In addition, it has
been observed that AdaBoost algorithm and Decision tree
algorithm show poor performance in models developed with
data from District A. In addition, researchers have observed
that classification models were particularly mistakes on data
points where some aspects of students were positive, and
others were negative. Therefore, we proposed using cross
validation as it is an important robust method for training
models with different data points.

Another method, the Naive Bayes algorithm, has been
used by many studies by developing models on this subject.
Agrawal et al., states that the Naive Bayes algorithm performs
well in predicting the performance of students, and this will
be the same for Neural Networks [6]. The model created
in this study was tested using the data of 80 students from
the 3rd semester to the 6th semester. As a result, it has
been observed that the Neural Networks algorithm performs
better than the Bayes classifier. As the size of the trained
data increases, the performance accuracy of the neural net-
works algorithm also increases. When the size of the trained
data set consisted of 70 people, the accuracy of the perfor-
mance of the Neural Networks algorithm increased to 70%.
Researcher Er who developed a model using the Naive Bayes
algorithm and other machine learning algorithms, showed in
his study that combining many algorithms and evaluating
their performance would yield better results than individual
algorithms [2]. In addition to the K-star, Naive Bayes and
C4.5 algorithms, these algorithms were combined to create
3 decision schemes and the performance of the algorithms
was evaluated with overall accuracy, sensitivity, and preci-
sion. In the first step, decision scheme 3 reached the best
performance with 65% prediction rate. In step 2, decision
scheme 3 yielded a very good 75% performance. However,
decision scheme 2 showed a high performance of 78% at
this step. In the last step, decision scheme 1 showed the
best performance at 85%. The K-star algorithm, on the other
hand, yielded a good 82% among the other algorithms with
individual performance. As can be seen from these results,
it is understood that combining algorithms and creating mod-
els will provide a better performance for predicting at-risk
students. It was observed that the results of the individually
used algorithms were lower than the results of the combined
model. Therefore, we proposed to predict students at risk by
combining more than one algorithm.

Another study that creates decision schemes by com-
bining algorithms has been done by Lykourentzou et al.

Support Vector Machine (SVM), Feed-forward neural net-
works (FFNN), probabilistic ensemble simplified fuzzy
ARTMAP (PESFAM) and three decision schemes created by
combining these algorithms were used in their studies [4].
During the e-learning course, it was planned to estimate the
specific dropout and the records of the daily actions of the
students were considered. As it was previously obtained in
the literature, in this study, it was concluded that decision
schemes performed well when the performance of the models
was measured. When the performance of the model created
using decision scheme 1 was measured with 3 methods,
it came to a very high result, on average between 95%
and 100%. As can be seen from this research, single machine
learning techniques do not provide accurate predictions for
each different data set.

One of the algorithms used to predict students’ perfor-
mance and determine the factors affecting their success is
Random Forest (RF). This technique is used with Decision
Trees, Neural Networks and SVM algorithms in the study by
Cortez and Silva to measure their performance to find the best
algorithm [1]. The aim of this study is to predict students’
success and determine the factors that affect their success
positively or negatively. The data of the students obtained
for 2 different courses were used. As a result, the RF algo-
rithm and Decision Tree algorithm performed better than
other algorithms, and it was concluded that the SVM algo-
rithm and the Neural Network algorithm were more affected
by irrelevant data. In the study conducted by Sujatha, Sindhu
and Savaridassan, another research using Random Forest,
SVM and Decision Tree algorithms,Multi-Linear Regression
algorithms were also used additionally [16]. In this study,
it was aimed to predict the performance of the students by
using the personal data of the students obtained from the
education database. 70% of the data set containing 3-year
data of 3000 students was used for train and the rest was used
for testing algorithms. As a result, the RMSE (error) values
of the Multi- Linear and SVM algorithms were obtained as
4.8 and 4.3, respectively. As can be seen from this result,
it is concluded that the SVM algorithm is the best performing
algorithm with the most appropriate error result. However,
when compared with the other article [1], in this study, the
RMSE value of the RF algorithmwas 5.1 and the RMSEvalue
of the Decision Tree algorithm was 5.2. In other words, error
values are higher than other algorithms.

Another study usingRandomForest algorithmwas done by
Elbadrawy et al. Factorization Machine (FM), Personalized
linear multi-regression (PLMR) algorithms are also used in
their research [8]. They applied the models they created on
the data sets obtained from 4 different schools and platforms.
Then the performance of each algorithm was measured. As a
result, they stated that the grades of the students in the next
semester can be predictedwith low error rates by using PLMR
and MF techniques in addition to the existing information
such as transcript data of the students with the models they
developed. Also, the Course-specific regression (CSpR) used
performs better than other methods for most courses, with a
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RMSE ratio of 0.632. In another study, the Random Forest
algorithm was used, and very good performance results were
obtained. Adnan et al., aimed to analyze the problems faced
by the students at-risk and to provide a prediction model for
educators [15]. This study was conducted on data obtained
from online learning platforms. They trained and tested the
predictive model using various machine learning and deep
learning algorithms to characterize students’ learning behav-
iors. Along with the Random Forest algorithm, SVM, K-NN,
Extra Tree Classifier, AdaBoost Classifier, Gradient Boosting
Classifier, and ANN algorithms are also used to train demo-
graphic data.

As a result, even at 20% of the course length, the Random
Forest model exhibited an accuracy performance of 79%.
As the course length increased towards 100%, the accu-
racy per- centage increased to 91%. Overall, in this study,
the results of the RF prediction model made it possible to
predict the performance of students at risk early with high
accuracy [15].

Machine Learning has an important role in extracting
information from data sets and analyzing this information.
It has 3 basic and common uses. These are Supervised, Semi
supervised and Unsupervised learning. In the literature, there
are quite a few studies using these methods. According to
Livieris et al., one of these studies, they examine the effec-
tiveness of semi-supervised algorithms to predict students’
performance in final exams [9]. It is concluded that the
classification accuracy can be significantly improved with
the data used to develop reliable and performance-accurate
prediction models of semi-supervised techniques according
to their numerical values. The performance of the C4.5 algo-
rithm, which is one of the techniques used, has shown the
best classification performance with two data sets obtained
by YATSI (Yet Another Two Stage Idea) method. In addition,
the YATSI method has further increased the performance of
Naive Bayes and Multilayer Perceptron algorithms. A very
high increase from 1.5% to 4.0% was observed. But they
stated that the YATSI method cannot always improve the
performance of the Naive Bayes algorithm if unlabeled data
and labeled data are used together.

Another study using supervised learning classification
techniques, evaluated the performance of 4 algorithms con-
taining 18 features and used on 61340 samples [10]. In short,
the purpose of this study is to focus on the dropout problem
of students using machine learning techniques and to esti-
mate this rate. They used Logistic Regression (LR), KNN,
Random Forest andMultilayer Perceptron (MLP) algorithms.
As a result, they observe that the LR algorithm has the best
performance as 0.3375 when compared to other algorithms
and when looking at the RMSE value.

B. FEATURES IN DATASETS THAT AFFECT PREDICTING
STUDENTS’ AT-RISK
The most important element of this project is the data set.
To identify students at risk early before the end of the school,
the data of the students with various information should be

obtained from a school or platform, as is included in the
literature. After the data is obtained, we can train the mod-
els created with machine learning techniques and we can
compare the performance of the models. The types of data
containing the information of students obtained from schools
or various educational platforms are also important for the
high performance of the models created. Many studies in
the literature divided student data as time-varying and time-
invariant. According to research Er, it has been concluded
that not using time-invariant data (gender, experience, etc.)
obtained from students has no significant effect on over-
all results [2]. Likewise, according to Lykourentzou et al.,
it was observed that student data that did not change over
time (time-invariant) had less accuracy in predicting student
performance compared to data that changed over time (time-
varying) [4]. According to the results obtained from these
studies, we can learn which data of the students will increase
the accuracy of the performance in the models created. It is
known that models created with data sets containing student’s
past exam results are more efficient [1].

The ability to predict the performance of students at risk
before the end of the semester is great importance for addi-
tional studies to be created by instructors and for students to
improve their success performance. However, if students in a
risk situation can be identified early, they can be intervened,
and the failure rate of students will decrease. To determine
such students before the end of the term, the use of data up
to half of the term will affect the prediction model. For this
reason, the model can show a good prediction performance
by using the demographic data of the students since the
beginning of the academic year [11]. To increase the accuracy
of students’ performance prediction, social and cultural char-
acteristics, past exam results, project and home- work results
can be added to the data set features [9]. In another literature
study, the features that positively affect the performance of
the model were determined as students’ grades, gender, fam-
ily structure and family occupation [17].

Machine learning algorithms and their results, which are
used by many researchers working on this subject, have
been discussed in the literature review. Naive Bayes, Neural
Networks, Decision Trees and Random Forest algorithms are
observed as some of the Machine Learning algorithms used
by the researchers and as a result, it was found that they
performed best. In a study, it was observed that the Naive
Bayes algorithm performed 87% well in predicting student
performance [18]. Another algorithm that provides good per-
formance results is Neural Networks. Neural Networks can
perform several classification tasks simultaneously. In studies
on the subject of predicting the performance of students, it has
been observed that it performed 70% and above. In another
study, compared to the Naïve Bayes algorithm, it was con-
cluded that the performance accuracywas the same or slightly
better [6]. Decision Tree and Random Forest are among the
machine learning algorithms used in the solution of many
problems. It was also used by some researchers in the problem
of predicting students’ achievement performance. Random
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Forest application has shown a good performance in deter-
mining risky students [5].

As can be observed from the literature review, the sub-
ject of predicting students at risk situation gives satisfactory
results with machine learning algorithms. The performance
of the model to be created depends on both the accuracy of
the algorithms in predicting and the characteristics of the data
set. In particular, the data set containing the exam results of
the students plays a huge role in predicting the students in
risk, as observed in the literature. The aim of this study is to
identify students at risk and to do this before the end of their
academic term. If this happens, support can be provided to
students in this situation by the instructors. With the hybrid
model created, not only will this problem be answered, but
also the instructors will be given opportunities to provide
assistance to such students, and the students will be provided
with studies that will increase their own success performance.

C. HYBRID ENSEMBLE MODEL
Individual evaluation of machine learning techniques is
widely used by researchers in their studies. The determined
algorithms are trained and tested using the same data set. The
algorithm that provides the highest accuracy performance is
selected and they continue to work with the model created
with the individual algorithm for final studies. However, it has
been observed that the hybrid model created by combining
more than one machine learning algorithm provides higher
accuracy performance than the individualmodel [52]. Ensem-
ble learning technique provides better performance in various
machine learning algorithms. It uses a combined combination
of multiple classifier algorithms to improve classification
accuracy [13]. Thus, ensemble learning improves the perfor-
mance results of machine learning algorithms by combining
multiple models.

In this project, it was planned to create a hybrid ensemble
model using the stacking method [51], unlike other studies
on the same topic. Thus, hybrid models are expected to give
better accuracy than individual models. The results of the
models created with individual algorithms and the perfor-
mance accuracies of the hybrid ensemble models created
by combining the same algorithms are also presented in the
report for comparison.

III. EXPERIMENTAL SETUP AND METHODS
A. DATA COLLECTION
In this project, it was planned to use the data set of high school
students studying in Turkey. The dataset was collected from
high school students in Turkey. Permissionwas obtained from
the ethics committee at IstanbulMedipol University to collect
the data set by distributing the prepared questionnaire form to
students. Since students have different backgrounds, social
aspects, and talent tendencies, questions in the questionnaire
were prepared for students by considering these situations.
The data collection tool was determined as a questionnaire.
The prepared questionnaire consists of 2 parts. In the first

part, questions about demo- graphic characteristics are asked
to students, and in the second part, questions about academic
characteristics are asked to students. The answer to some of
the questions included in the questionnaire consists of two
options: Yes/No. The answers to some questions will be taken
from the students in the form of text (numbers or words). The
survey was created via Google Forms. The collected data set
is in line with the research purpose; it includes data features
such as students’ study times, exam scores, homework scores,
future education plans, and social activities. The data set
features form an important factor for the success performance
of the model. The data set was collected by considering the
rules of the Turkish education system and the different char-
acteristics of the students. The contribution of the collected
data set to the research subject includes the use of current
data, creation of the hybrid model by considering current
student problems, the features of the education system, and
data features that will be useful for identifying students at
risk.

The data set was collected from various high schools.
All grades in the data set are average grades evaluated out
of 100. Since the grades in the dataset were mostly high,
random data was added to the dataset so that the model could
also recognize low grades. The academic and demographic
characteristics in the data set were not changed, the randomly
generated students’ course grades were added to the data
set. The academic and demographic characteristics of the
students, detailed descriptions of the data features and data
types included in the data set are listed in Table 1. While
obtaining the actual data of the students, the features suitable
for the education system of Turkey were taken into account.
A system that existed before or was made for another country
cannot work properly in Turkey’s education system. This is
due to the fact that each country or culture has its own charac-
teristics. For the system to work properly, it is important that
these features are adapted to the educational system.

B. DATA PREPROCESSING AND FEATURE ENGINEERING
For the created data set to be ready for analysis, it must first
go through the data preprocessing process. Thus, raw data
will be transformed into more meaningful data for use in the
model. It is necessary to identifymissing, inconsistent, outlier
and wrong data in the data set. Inaccurate estimation results
can be obtained as a result of incomplete and inconsistent
data. To prevent this situation, first of all, missing values in
the dataset were observed. There are 38 features in total in the
data set.

There are high schools that provide education in differ-
ent fields and the courses given by each high school are
not the same. The courses in the data set are Mathematics,
Literature, Physics, Chemistry, Biology, History, Geography,
1st foreign language, 2nd foreign language and Religion. The
year-end average score was calculated using the grades of
these courses. Each lesson has a specific time interval per
week. The total weekly course hours of the collected data set
are 29. The formula for calculating the year-end grade point
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TABLE 1. Dataset features, descriptions and data types.
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averages of the students is given below.

Year-end GPA =
Total weight grade
Total course hours

(1)

Total weight grade =
Average grade of the course

Weekly time of the each course
(2)

For the purpose of this project, the ‘‘Pass’’ column was added
to the dataset to monitor the students’ passing the class.
For the student to be considered successful in any course at
the end of the academic year, the arithmetic average of the
two semester average points must be at least 50. For this
reason, students with an average of at least 50 or more at
the end of the year will be considered successful. However,
students with a year-end average below 50 will be considered
unsuccessful. Binary values of ‘‘1’’ was assigned to students
with a grade point average of 50 and above at the end of the
year, and ‘‘0’’ was assigned to students with a grade below 50.
The ‘‘Pass’’ data feature has been added to make models
predictive targets. After the data preprocessing process, the
data was visualized with various graphs to understand the
relationship of data features and to see the contribution of
these features to the student’s success performance.

Data visualization is one of the necessary steps to better
understand the data in the data set. The Seaborn data visu-
alization library in the Python programming language was
used for this purpose. The purpose of the data analysis in this
section is to determine the data properties that should be used
to train the created model. The results and evaluation of the
graphics obtained as a consequence of data visualization are
included in Section IV.

Future engineering is used to organize variables in the
data set and derive new variables in the machine learning
process. Feature engineering improves the prediction perfor-
mance of the model. It has been observed that there are both
numerical and non-numeric features in the data set. Non-
numeric properties can affect the prediction performance
of the model to be created. Therefore, non-numeric values
should be converted to numeric values. This situation can
be solved in 2 ways. First, the Label Encoding method can
be used. The second method is One Hot Encoding. Label
Encoding method assigns a unique number to each data. But
this can create a problem. When a data is assigned a high
number, it can be given high priority when training the model.
Another method, One Hot Encoding method, can be used
to solve this problem. This method creates a new row for
each category and uses binary values (0 or 1) when assigning
values. To avoid any problems later, some non-numeric data
were converted to numeric values using One Hot Encoding
method.

Thus, the properties of categorical data were transformed
into numerical values without changing. In the dataset, which
contains the data of 555 students, there are categorical fea-
tures as yes/no and otherwise. As a result of these processes,
all non-numeric data were also converted to numeric values.

There are different kinds of numerical values in the dataset.
Examples of these values are age, class information, family
education status and course grades.

These data have different values from each other. There-
fore, the model may give more importance to the highest
number when making predictions, which may lead to an
incorrect result. Therefore, feature scaling was applied to
prepare the dataset for use in the model. The purpose of
using Standardization is to ensure that each feature is equally
important.

C. BUILDING THE MODEL FOR INITIAL RESULTS
In this study, Random Forest, K-NN, Decision Tree, SVM,
Naive Bayes, Logistic Regression and AdaBoost supervised
machine learning algorithms were used to obtain the first
model results. By comparing the machine learning algo-
rithms used in previous studies described in the literature, the
algorithms that provide the best performance were observed
and selected for use in this study. Before the hybrid model
was created, these algorithms were also individually evalu-
ated and compared. For the first results of the models, both
academic and demographic data in the data set were used.
In addition, a data set containing only academic data features
was used to observe the effect of academic data and demo-
graphic data on the prediction result. The ‘‘Pass’’ column was
set as the target label of the model. All algorithms were evalu-
ated using the default model hyperparameters. Looking at the
first results, the hyperparameter values of the algorithms that
provide the best prediction will be adjusted before the hybrid
model is created. In the proposedmethod, the stratified k- fold
cross-validation method was used to split dataset into training
and validation folds. Instead of dividing the data set into two
parts as train and test sets, models were trained and testedwith
each data feature using the stratified k-fold cross validation
method, and prediction results were obtained. The model
built on the train dataset may have used only data containing
certain features. This may affect the predictions made by the
model on the test dataset. Using the cross-validation method
is a pretty good way to avoid such problems. Results can be
observed using cross validation to avoid overfitting problem.
With this method, it can be observed whether the high per-
formance of the model is random or not. Stratified K-Fold
Cross Validation is a variation of K-Fold Cross Validation.
It performs stratified sampling rather than random sampling.
Which means that it splits the data into k-folds like k-fold
cv but ensuring that each fold is appropriate representative
features from the original data. In this project, the k value was
set to 10. It is also expected to give a more accurate prediction
performance.

1) LOGISTIC REGRESSION
Logistic regression does binary classification. In our case,
the target feature is the ‘‘pass’’ column. Here, there are
two possibilities, (1) student will be successful (represented
by 1) and (2) student will fail (represented by 0). The
logistic regression function is given below. In Equation 3,
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(i) p is the probability of the target event, (ii) the set
{x1, x2, . . . xn} represents the independent variables, (iii) the
set {b1, b2, . . . , bn} represents coefficients of the logistic
regression, (iv) b0 represents the bias (or intercept) term. The
output value will be modeled as binary value (1 or 0).

ln
(

p
1− p

)
= b0 + b1x1 + . . .+ bnxn (3)

p =
e(b0+b1x1+b2x2+...+bnxn)

1+ e(b0+b1x1+b2x2+...+bnxn)
(4)

2) K-NEAREST NEIGHBORS
After hyperparameter adjustments, we used Euclidean as the
distance metric parameter for KNN algorithm. We can write
the Euclidean distance formula as follows.

d (x, y) =
√
(x1 − y1)2 + . . .+ (xn − yn)2

=

√∑n

i=1
(xi − yi)2 (5)

According to the Euclidean distance, x and y represent the
two points in the coordinate plane. Consequently, we can
write the K-Nearest Neighbors as follows. In Equation 6,
(i) X is our dataset features, (ii) k is the number of neigh-
bors, (iii) Y is our target class, (iv) R represents the set of
observations of the k nearest points, (v) we canwrite indicator
variable as I(yi = j).

P(Y = j|X = x) =
1
k

∑
where i ∈R

I (yi = j) (6)

3) DECISION TREE
This algorithm is one of the supervised learning algorithms.
It is a model that we use to classify students according to
their school performance status (successful or unsuccessful).
After making the parameter adjustments, entropy criterion
was used as parameter. Entropy is the impurity measurement
and calculated based on feature Y. In equation 7, X rep-
resents the target variable (pass column), Y represents the
feature in the dataset and pi represents the probability of
target i at the node. It can be mathematically expressed as
follows.

E (X ,Y ) =
∑n

i=1
−pilog2(pi) (7)

4) NAÏVE BAYES
We can use Bayes theorem along with the conditional proba-
bility formula to calculate the probability of an event to occur.
In our case, this event can represent whether students are
successful or not. In equation 8, X is our vector of features
and Y is class variable. The way this algorithm works is by
calculating the probability of each event for a variable and
classify that variable according to the highest probability out-
come. The following expression of Bayes theorem calculates
the probability of event Y occurring when event X occurs.

P (Y |X) =
P (X |Y )P(Y )

P(X )
(8)

P(Y|X) and P(X|Y) = Conditional probability.
P(Y) = Prior probability of the class variable.
P(X) = Prior probability of the predictor.

5) RANDOM FOREST
Depending on the features in the data set, classification is
conducted to predict whether the student will be successful
or not. The random forest algorithm classifies by employing
a combination ofmultiple decision trees and chooses the deci-
sion tree that gives the best outcome as the prediction result.
The entropy function (Equation 7) was chosen to measure the
probability of a specific outcome. Furthermore, the random
forest model for our problem may be expressed as follows.

D =

 x1,1 x2,1 . . .
. . . . . . . . .

x1, n x2,n . . .

xm,1
. . .

xm,n

y1
. . .

yn


Here, (i) D represents the training dataset, (ii) the vari-
ables {x1, x2, . . . , xm} represent data features in the dataset,
(iii) There are n samples of each feature, (iv) the variables
{y1, . . . , yn} represent the class (target) label. From this set,
we can get sample random subsets including data samples.
The random forest algorithm performs decision tree combi-
nations with each created subset. As a result, the best output
is considered based on the classification outcome.

6) ADABOOST
The AdaBoost classifier was used as another machine learn-
ing algorithm. This algorithm combines the weak learners
with importance weights to get a strong learner. Each time,
the training data is updated based on the data points and
it is used in the next learner model. In Equation 9, where
(i) α is the classifier coefficient (applied weight), (ii) M is
weak classifiers, (iii) ym(x) is weak classifier outputs.

Y (x) = sign
(∑M

m=1
αmym (x)

)
where αm =

1
2
ln
(
1− εm
εm

)
(9)

7) SUPPORT VECTOR MACHINE
SVM is a supervised learning algorithm which can be used
to solve the classification problems. To conduct the clas-
sification, a linear line is drawn that separates the sample
classes and then the optimal hyperplane is found. It classifies
the sample data points by deciding which class they belong
to. The SVM model can be expressed mathematically as in
Equation 10, where (i) f(x) is the main function, (ii) 8(x) is
the feature map, (iii) b is the bias term, (iv) w is the weight
vector. In Equation 11, function y can be defined according to
the f(x) function. If the sample point is under the hyperplane,
it is evaluated as -1. If the sample point is above or directly
on the hyperplane, it is evaluated as 1.

f (x) = wT8(x)+ b (10)

y =

{
1 if f (x) ≥ 0
−1 if f (x) < 0

(11)
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D. CREATING THE HYBRID ENSEMBLE MODEL
More than one model is created to determine the predic-
tive model that provides the best accuracy performance. The
accuracy performance of each model is different due to the
errors made by the models considering different points in
the data set. Ensemble learning technique is a good way
to use to improve the performance of the models. With
Ensemble learning, results are combined using multiple best-
performing models. Thus, a clearer and higher estimation
result can be obtained.

In this project, the stacking method has been used. It is
one of the ensemble learning techniques, to create the hybrid
model. With this approach, the performance of the predictive
model is increased, and margins of error are reduced. The
hybrid model was created with the models used for initial
results by the stacking method. Each algorithm was tested
for meta-learner, and the algorithm that gave the best per-
formance result was used as a meta-learner. According to
the results obtained, Naive Bayes, Random Forest, Decision
Tree, AdaBoost, Logistic Regression and KNN algorithms
were used as base learners. The Support Vector machine algo-
rithm was used as a meta learner. The diagram showing the
setup stages of the hybrid ensemble model with the stacking
approach is given in Figure 1.

The general procedure of the stacking method proceeds
as follows. First-level learning algorithms are represented as
base learner models, and the second-level learning algorithm
is represented as meta-learner model. These learners are com-
bined to create the stacking model. First, base learners are
trained with the training part of the data set, and to train the
meta learner, it is necessary to create a different training set

FIGURE 1. Hybrid ensemble model with stacking approach.

than the data set used to train the base learners [53]. The
results of the predictions are obtained by testing the base
learners with the test set. The prediction outputs obtained
from the base learners are used as the input of the meta
learner. Final prediction results are obtained after training the
meta learner with the new created data set. In the method
presented in this project, stacking 10-fold cross validation is
used to create a new training dataset for meta learner. In this
project, SVM was used as the meta learner model and as a
result of the meta learner model, the prediction results of the
final hybrid model were obtained. The block diagram of the
process followed in this study is shown in Figure 2.

FIGURE 2. Project progress diagram.

Figure 3 shows the block diagram of the proposed method.
It summarizes all the steps from the preprocessing of the
dataset to the prediction result.

In this paper, the stacking ensemble method was proposed
for predicting at-risk students. First, base learner models were
trained with the part of the data set created for training.
Subsequently, a new training set is created by the model
based on the prediction results obtained from the base-learner
models. The original data labels are still considered the target
class when creating the new dataset. In the following first
expression, D is the data set; it includes data features. The
second expression is the generated new data set which is
expressed as D’. This new generated data set will be used

FIGURE 3. Block diagram of the proposed method.
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for meta model training. D’ includes predictions of base
learners and features. Finally, after training the meta learner,
we can get predictions of the ensemblemodel. In the proposed
method, stacking 10-fold cross validation was used.

D = {(x1, y1) , (x2, y2) , (x3, y3) , . . . , (xn, yn)} (12)

D′ =
{(
zi,1, . . . , zi,n

)
, yi
}
when i = 1, 2, . . . , n (13)

E. PERFORMANCE EVALUATIONS
After the final hyper parameter adjustments were made in the
hybrid model, the performance of the model was measured
with various metrics. There are several metrics for evaluating
machine learning models. Since classification models were
used in this case, the performance of the hybrid model was
evaluated using accuracy, recall, precision, AUC-ROC curve
and F1 score metrics. The formulas of the accuracy, recall,
and precision metrics are given in Equation 14, 15, and 16.

Recall =
True Positive

True Positive+ False Negative
(14)

Precision =
True Positive

True Positive+ False Positive
(15)

Accuracy = bb
True Positive+ True Negative

Total number of samples predicted
(16)

F. DEVELOPING WEB APPLICATION
A web application has been developed to be able to ob-
serve the prediction results according to the inputs effec-
tively from the created hybrid model. The target audience
of this web application has been identified as instructors
and school administration. ‘‘Student Performance Prediction
Web Application’’ has been developed for teachers to use the
created model. The python programming language and the
streamlit frameworkwere used for the construction of theweb
application. Streamlit is a python framework and allows the
creation of web applications on topics such as machine learn-
ing and data science. Therefore, streamlit was used to create
a web application for prediction, and CSS was also used to
make changes to the appearance of the application. The main
functionality of the web application is the prediction page
where the predicted result is obtained. After filling out the
form on the Prediction page, information about the student
performance can be obtained as a result. The information
entered in the form is received as input for use in the model,
and the result that the model predicts depending on these
inputs is displayed on the screen. De- pending on the pre-
diction result produced by the model, the teacher is informed
about whether the student is in a risk situation or not. Other
functionalities of the web application are visualization and
comparison pages. When a dataset containing specific infor-
mation about students is uploaded to the Visualization page,
it shows the various graphs. These graphs provide visualiza-
tion of the information contained in the dataset and allow
teachers to easily observe the dataset. On the Comparison
page, by selecting two different schools in the settings menu,

the students’ school GPA grades can be compared with the
graphs.

IV. EXPERIMENTAL RESULTS AND DISCUSSION
In this project, a hybrid model created usingmachine learning
techniques to predict students at risk was presented. Firstly,
the data set was collected from various schools via forms.
The data set includes both demographic and academic char-
acteristics of the students. Thus, it can be observed which
characteristics contribute to the students’ performance. There
are a total of 555 students and 38 features in the data set.

FIGURE 4. Distribution of gender and age of the students.

A. DATA VISUALIZATION
In the data visualization section, various graphs and tables are
visualized for a better understanding of the data characteris-
tics in the data set. To observe which characteristics of the
students affected their grades, various student characteristics
were compared and visualized with graphs and tables. If we
look at the distribution graph showing gender and age range in
Figure 4, female students are more and 15-year-old students
are themajority in the dataset. In addition, the age range of the
students in the data set is between 13 and 19. The effect of the
knowledge of whether students want to go to university in
the future or not on the year-end averages can be observed
with the boxplot in Figure 5. The box plot shows the min-
imum, maximum, median, and values in the first 25% and
third 75% quartiles of the compared features of a dataset.
Data points marked outside the box plot are defined as out-
liers. Based on the boxplot in Figure 5, it can be said that
students who want to go to university in the future have
higher year-end average scores. It can be understood that the
students’ setting such a goal for themselves has a positive
effect on their course grades. Assignments given to students
are considered important for course work by teachers. For this
reason, the effect of homework grades on students’ end- of-
year averages can be observed in Figure 6. Students with 50 or
more homework grades have higher year-end average scores
than students with lower homework grades. In other words,
it can be said that the homework or additional work given
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FIGURE 5. Comparison graph of students who want to go to university
and their year-end grade averages.

by the teachers positively affects the success of the students.
In addition, another important point is that students with
low homework grades have low end-of-year average scores,
so homework grades can be an important factor in determin-
ing students at risk. Figure 7 shows the histogram plotting
of the students’ end-of-year average scores. Most students
have a year-end average of between 40 and 80. By visualizing
the data in this way, the features that affect the end-of-year
average of the students can be observed.

FIGURE 6. Distribution of homework grades and year-end grades. (more:
more than 50 / less: less than 50).

Correlation heatmap was created to be able to observe
data properties that are useful for prediction. This heatmap is
included in Figure 8. With the Correlation heatmap, we can
extract the important features and whether there is a correla-
tion between the features. In this project, the important prop-
erty for prediction is the Year-End Average column. Year-end
average grades were used as labels for the predictions. For
this reason, the data related to the Year-End Average feature

FIGURE 7. Histogram of year-end average grades.

appear in dark color. According to these results, important
data properties for prediction are GPA1 (last year), GPA2
(last year), year GPA (last year) and course grades (math,
literature, physics, chemistry, biology, history, geography,
English, foreign, religion).

These data properties are students’ academic data. In other
words, academic data affects prediction results more than
demographic data. Therefore, students at risk can be pre-
dicted efficiently using academic data features. However,
in this project, predictions were made with the data set con-
taining both demographic and academic data for the first step.
Then, the data set containing the academic data for the hybrid
model was used for comparison.

B. RESULTS AND COMPARISON OF THE PREDICTION
MODELS
For the student to be considered successful in any course at
the end of the academic year, the arithmetic average of the
two semester scores must be at least 50. For this reason, year-
end average scores were calculated with the course grades in
the data set and added to the data set. According to the notes
in this column, it was decided to add a target column so that
the model could actually predict. If the grades in the year-end
average column are 50 and above, a binary value of ‘‘1’’ is
assigned. If the grades are below 50, the binary value ‘‘0’’ is
assigned. Table 2 shows the percentages of students who
passed and failed in the data set.More than half of the students
seem to have passed the class.

Logistic Regression, KNN, AdaBoost, SVM, Naive Bayes,
Random Forest and Decision Tree supervised learning algo-
rithms were used to create the first models. In the proposed
method, the Stratified K-Fold Cross Validation method was
used for the models. To observe the effect of using the cross-
validation method, the performance results of the models
were obtained both using Stratified 10-Fold Cross-Validation
and without using cross validation. The reason for using
the Stratified 10-Fold Cross-validation method is to prevent
deviations and errors when separating the data set into train
and test data sets. A comparison of the performance scores of
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FIGURE 8. Heatmap shows that correlation matrix between features and year-end grade.

TABLE 2. Pass and failure rates of the total students.

the models is shown in Table 3. According to the results, the
stratified 10-fold cross validation method positively affects
the performance of models. Generally, the performances
of the models improved with the use of stratified 10-fold
cross validation. These results were obtained with the default

parameters. The model with the highest performance before
parameter optimization is AdaBoost with an accuracy
of 93.2%. Table 4 was created to observe and compare
the effects of Hyperparameter optimization on models.
As observed from this Table 4, the accuracy values of all
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TABLE 3. Comparison of the performances scores of the models with using stratified 10-fold cross validation and without using cross-validation.

TABLE 4. Comparison of the mean accuracy scores before and after applying hyperparameter optimization to the individual models and hybrid model.

models increased after the parameters of the models were
adjusted.

Result of the hybrid model can be seen in Table 4.
A summary of the best performing parameters obtained
after hyperparameter optimization is shown in Table 5. The
parameters used in the Stacking Classifier model are also
included in the table. For the hybrid model, the meta learner
was tested for each algorithm and a hybrid model was
created with the meta learner that showed the highest perfor-
mance. When the models are evaluated individually, Logis-
tic Regression, SVM, AdaBoost and Random Forest have
good performance values. When the Logistic Regression
model is evaluated individually after parameter optimization,
it has the best performance by achieving an accuracy score
of 94.4%. After parameter optimization, the accuracy value
of the Hybrid model (when meta learner was SVM) increased
to 94.8%.

In the proposed method, the Hybrid model consists of two
levels. The first level is for base learners and the second level
is for meta learners. A hybrid model was created by using
each of the seven algorithms as meta-learners. The perfor-
mance of hybrid models created with different meta-learners
was measured with various metrics. Accuracy, precision,
recall, F1 score and AUC score values of each hybrid model
were obtained. The comparison of these values is given
in Table 6.

By using different metrics, the correct predictive perfor-
mance of the models is observed more precisely. When the
SVM algorithm is used as a meta-learner while creating the
hybrid model, it achieves the highest accuracy and precision.
When the SVMmodel is used as a meta learner, the accuracy
value of the hybrid model is 94.8% and the precision value
is 96.8%. It has a higher value than hybrid models created
with other meta learners. When the Recall metric is observed,
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TABLE 5. Summary of the hyperparameter settings in each of the algorithm.

TABLE 6. Comparison of the performance values of different meta-learners used in creating a hybrid model with various metrics.

the hybrid model with the highest degree achieves a perfor-
mance of 97.0% when KNN used as a meta learner. When
the F1 score is observed, the hybrid model with the highest
degree is obtained when the SVM is used as a meta learner.
F1 score obtained as 96,5%. Finally, when we look at the
AUC score, it achieves 98.4% when Naïve Bayes used as
a meta learner while creating a hybrid model. Furthermore,
when the hybrid models were created using different meta-
learners, in addition to performance evaluations, the total
training and prediction time measures (in seconds) of the
models are included in Table 6.When the performances of the
models are measured with different metrics, the SVM model
shows very good prediction performance when used as a meta
learner. Therefore, in the next work, results were obtained by
using the hybrid model with the SVM model used as a meta
learner. To better observe the hybrid model result, ROC-AUC
curve results were also examined. ROC curve is shown in

Figure 9 and AUC values are reported in Table 8. The bar
plots in Figure 10 show the performance values measured
by various metrics of hybrid models created using different
meta-learners.

These results were obtained using demographic and aca-
demic data. However, as observed in the data visualization
section, it was concluded that academic data was an important
factor in predicting students at risk. For this reason, the result
of the hybrid model obtained using only academic data is
included in Table 7. When demographic and academic data
are used, the performance of the hybridmodel is 94.8%.How-
ever, when only academic data were used, the performance
result of the hybrid model increased to 98.4%. As observed
in this result, the model achieves a very high performance in
predicting the student at risk using academic data. Plotting
showing the AUC value and ROC curve for each fold of the
hybrid model created when the SVMmodel is used as a meta
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FIGURE 9. ROC curve of the hybrid model (when meta learner is SVM) for
each fold and AUC scores.

FIGURE 10. Visualizing various metrics values of different meta-learners
used in creating a hybrid model.

learner is in Figure 9. The number of folds was set to 10 when
using the Stratified K-Fold Cross Validation method. As can
be observed from this plotting, the AUC values obtained in
each fold and the average AUC value are included. The mean
AUC value was obtained as 0.98. In addition, the AUC value
for each fold can be observed from Table 8. Considering all
the results obtained, the hybrid model has better performance
than the individual models.

TABLE 7. The measurement of the performance of the best performing
meta learner (SVM) on both academic data and academic/demographic
data.

TABLE 8. AUC values for each fold of the hybrid model.

Therefore, the use of the hybrid model is useful for the
prediction results in identifying the students who are at risk.
Also, data sets were analyzed and used in the hybrid model.
As a result of these analyzes, it was observed that using only
academic data increased the prediction performance of the
hybrid model. Furthermore, the SVM algorithm was chosen
as meta learner and 98.4% performance result was obtained
using only academic data. With this result, it is understood
that when the model is trained and tested using the academic
data features of the students at risk, it makes a good prediction
with an accuracy rate of 98.4%.

C. WEB APPLICATION
A web application has been created so that this hybrid model
can be used efficiently by educators. The hybrid model cre-
ated has been integrated into the web application, so that
prediction results can be obtained effectively. On the predic-
tion page in this application, depending on the input values
entered by the user, it gives a prediction result about whether
the student is in a risk situation or not. According to this
result, information such as the success of the student and the
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course table with low grades are shown to the user by the
application. In this way, it is aimed to provide convenience to
teachers to identify students who are in a risk situation.

D. COMPARISON BETWEEN HYBRID MODEL RESULTS
AND EXISTING WORKS
In existing studies, it has been observed that researchers
mostly created models using individual machine learning
algorithms for subjects such as estimating students at risk
or predicting student performance. The method we present
for predicting students at risk includes the development of a
hybrid ensemble model with the stacking method. Unlike the
methods created by the studies described in the literature, a
hybrid model was created by combining multiple supervised
learning algorithms with the stacking method. We get our
final prediction results with the meta learner, which is deter-
mined depending on the prediction results obtained from each
algorithm. This increases the prediction performance.

Comparing the results of the studies described in the litera-
ture with the hybrid ensemble model presented in this paper,
we can clearly observe how the studies that use individual
machine learning algorithms donot perform as good as the
developed ensemble model. For instance, the Random Forest
algorithm, which is one of the popular methods used to
predict the performance of students was reported to have an
initial accuracy of 79% and 91% accuracy value was obtained
in the final step [15]. Another approach developed in previous
studies utilized Neural Network as the learning model; the
reported performance result was 70% [6]. The performance
results of the models developed using C4.5, Naïve Bayes and
K-Nearest Neighbor algorithms were 87.55%, 87.95% and
86.3%, respectively [11]. In another study described in the lit-
erature, when all data set variables were used, it was observed
that 91.9%, 86.3% and 90.7% PCC performance values are
obtained, respectively; here, the prediction was made for the
mathematics lesson and the study used models created with
the naïve predictor (NV), SVM and DT algorithms. When the
samemodels were used for another course, 89.7%, 91.4% and
93.0% PCC values were obtained from the NV, SVM and DT
models, respectively [1].

One of the studies described in the literature argues that
combining many algorithms will give better results. For
this purpose, the authors combined three decision schemes,
namely K-star, Naïve Bayes and C4.5 algorithms. As a result,
85% performance was obtained from decision scheme 1 in
the last step [2]. The hybrid ensemble model presented in
this paper with 98.4% accuracy reported by utilizing only
academic data outperforms the studies described in the lit-
erature. The hybrid ensemble model presented in this paper
combined 7 different supervised learning algorithms leading
to higher performance results. The reason for using the hybrid
ensemble model presented in this paper to identify students
at risk is that it learns different data points by training each
algorithm and experiencing it with prediction results. The
conducted comparative study demonstrates how it is worth
investing the extra effort of combining ensemble models.

The same approach has been also demonstrated effective in
various other domains where ensemble models outperformed
single learning models.

V. LIMITATIONS OF THE WORK
This study focuses on utilizing machine learning techniques
for predicting students at risk. For this purpose, we devel-
opment a hybrid ensemble model with stacking method.
Although the research achieved its main target, some limita-
tions were encountered during the project. Since the data con-
tains demographic information, ethics committee approval
was first obtained to collect the data set. Afterwards, permis-
sion was obtained from high schools to collect the data. The
size of the data set is limited due to the scarcity of acces-
sible high schools. Another limitation encountered during
the project was that the high school teachers did not find it
appropriate to fill in the form created by the authors in the
digital environment to collect the data set, so the form was
distributed to the students in paper form. Then all the data
collected in this process were transferred to the computer
environment. This extended the time of the data collection
process and required careful handling of the data entry to
avoid erroneous data.

When the collected data set was analyzed, it was observed
that small number of students were reported with low marks.
For this reason, a random data set was additionally created
and added to the original data set so that the model could
smoothly recognize low marks. Another limitation is the
large number of data features. After the categorical data was
converted to numerical values with one-hot encodingmethod,
the properties of the data set increased. Therefore, feature
engineering was performed so that this situation does not
affect the prediction performance of the model. According,
we determined data features deemed useful in predicting
students at risk. In the latest hybrid model, only academic
data was used, and the performance of the model increased.
Another limitation of this study is that only certain courses
have been considered. The lessons taught in every school are
not the same.

In their high school education, students choose a field
such as quantitative, verbal or a balance of both. The courses
taken by students enrolled in these fields are not the same.
However, since it was not possible to collect data from each
field and school, students were considered taking most of the
common courses when the data set was collected. In future
studies, it is important for the development of the project
to adopt the education system of each school and to collect
data from as many schools as possible. The general limitation
of this study is that the education culture and rules which
are considered valid in Turkey may be different from those
associated with the existing works described in the literature.
In other words, the culture and the applicable rules may differ
from one country to another, even from one region to another.
Hence, systems that are effective for one dataset may not be
effective and may not work in the same way in every country.
Depending on Turkish education guidelines, approaches for
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identifying students at risk are slightly different. Because
the passing grade and the style of the exams are different.
In future studies, the project can be developed by considering
the limitations mentioned.

VI. CONCLUSION AND FUTURE WORK
For future school success of students to increase positively,
the students who will fail should be identified early by the
teachers. If the students who will be unsuccessful can be
identified early, additional studies can be provided to these
students by the teachers. Thus, the school success perfor-
mance of the students in this situation can be increased. The
aim of this project is to predict students who are at risk early
before their school term ends. To solve this problem, it has
been suggested to use machine learning techniques in the
literature. In this project, the creation of a hybrid model with
the supervised Machine Learning algorithms is presented as
a solution. In the studies in the literature, various Machine
Learning algorithms have been applied on data sets and the
models have been evaluated individually. However, unlike
other studies, a hybrid ensemble model was created with a
stacking approach to predict students at risk in this study. The
data set containing the high school students’ information was
obtained through the form. Both demographic and academic
characteristics of the students are included in the data set
obtained. For a system to work properly in our own education
system, Turkey-specific features must be taken into account.
For this reason, course grades have been collected according
to the education system of Turkey.

Firstly, performance results were obtained when mod-
els were evaluated individually. According to the results
obtained, the use of the Stratified K-Fold Cross Validation
method had a positive effect on the performance of the
models. It is also observed that performing hyperparameter
optimization increases the performance of the models. Thus,
it can be said that using stratified 10-fold cv and performing
hyperparameter optimization improves the performance of
machine learning models. According to the results of the
individually evaluated models, the model with the best accu-
racy value of 94.4% is Logistic Regression. A hybrid model
was created according to the proposed method. The hybrid
model was created with the stacking method and different
supervised algorithmswere tried as ameta learner. The hybrid
model with the highest performance was achieved when the
SVMwas used as a meta-learner. When SVM is used as meta
learner, 94.8% accuracy value and 96.8% precision value is
obtained. When hybrid models created with different meta
learners are compared, the best performance is obtained when
SVM meta learner is used.

Accuracy, precision, recall, F1 score and AUC score met-
rics were used to compare the performance of hybrid models.
The performance of models to make accurate predictions can
be compared using various metrics. Furthermore, a hybrid
model comparison was made using academic data and using
both demographic and academic data. According to this com-
parison result, when both demographic and academic data are

used together, the performance of the hybrid model is 94.8%,
but when only academic data is used, the performance of
the hybrid model increases to 98.4%. In other words, it has
been observed that using only academic data is very useful in
predicting students who are at risk. According to the results
obtained, it is observed that the hybrid model provides better
performance than the individual models. A web application
has been developed for teachers to use the hybrid model.
Depending on the inputs they enter this application, teachers
can get information about the students’ school success per-
formance. In this way, students who are in a risk situation
can be identified and assistance can be provided to them
by teachers. In accordance with the purpose of the project,
the hybrid ensemble model was created to identify students
at risk using the stacking method. As can be seen from the
results, the use of a hybrid model gives useful results on this
issue. This project was made for high school students study-
ing in Turkey. In future studies, the target audience of the
project can be developed, and this method can be planned to
include university students. In addition, only certain courses
are included in the dataset used, because the dataset was
collected assuming that students are taking these courses.
In advanced studies, the course list can be expanded, and the
same methods can be used after collecting data from different
schools.
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