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Abstract 

In real-life data mining applications, organizations cooperate by using each other’s data on the same 

data mining task for more accurate results, although they may have different security and privacy 

concerns. Privacy-preserving data mining (PPDM) practices involve rules and techniques that allow 

parties to collaborate on data mining applications while keeping their data private. The objective of 

this paper is to present a number of PPDM protocols and show how PPDM can be used in data 

mining applications in the banking sector. For this purpose, the paper discusses homomorphic 

cryptosystems and secure multiparty computing. Supported by experimental analysis, the paper 

demonstrates that data mining tasks such as clustering and Bayesian networks (association rules) 

that are commonly used in the banking sector can be efficiently and securely performed. This is the 

first study that combines PPDM protocols with applications for banking data mining.  
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1- Introduction 

Data mining is the technique of searching large volumes of data and specific data patterns electronically and 

developing data models based on them. Significant amounts of data are required to achieve the best results in the models 

created, and often the data is distributed among different parties with various security and privacy concerns. However, 

in many data mining applications, it is not possible for parties to share the original datasets with each other due to privacy 

concerns. To solve this problem, data mining protocols that protect data privacy have been proposed. The privacy-

preserving data mining (PPDM) protocols introduce rules and techniques that allow parties to collaborate on data mining 

applications while keeping their data private. This study discusses the building blocks for PPDM protocols and shows 

how PPDM can be applied in the banking domain. 

In real-life applications, organizations cooperate by sharing data for the same data mining task to improve the 

accuracy of the results. However, these organizations may have different security and privacy concerns. For example, 

different credit card companies may need to combine their datasets to build a better credit card fraud detection system; 

however, they may not be willing to share their datasets directly as this may reveal valuable competitive information and 

conflict with customers' privacy expectations. In another scenario, different states that cooperate to discover data patterns 

for terrorist detection may not trust each other completely and as any of the participants could cheat to gain some 

advantage. In both scenarios, the participants have different concerns about adversarial behavior. To address this problem 

and protect cooperating parties from adversaries, PPDM is defined to help them fulfill their privacy requirements and 

securely cooperate on data mining tasks. 
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Many PPDM protocols have been suggested in the literature [1-3]. In these studies, the PPDM protocols are defined 

to be distributed and carried out by multiple communicating parties. Studies in the literature follow one of two alternative 

methods to provide security: 1- In some studies, data for PPDM applications is randomly perturbed while preserving 

underlying probabilistic properties [4-6]. This approach aims to preserve data privacy by adding random "noise" without 

losing the patterns the data may contain. 2- Alternatively, cryptographic techniques are used to preserve data privacy [3, 

7, 8]. These techniques provide ways of securely executing data mining protocols using encryption. 

Depending on the privacy concerns of the parties, PPDM protocols are designed through one of two security models: 

the semi-honest or the malicious model. The semi-honest model assumes that both parties follow the protocol without 

any deviations, but at the same time, the parties may try to extract information from the data that is available to them 

during the operation of the protocol. On the other hand, in the malicious model, one party can deviate from the protocol 

or change the rules in their favor to gain more information. 

This paper discusses how homomorphic cryptosystems and secure multi-party computing can be used to perform 

common data mining tasks that are regularly performed by banks for customer classification and risk assessment. 

Bayesian network construction (i.e., association rule mining) and k-means clustering are shown as examples of PPDM 

applications in the domain. Multiple banks can securely share data while following the instructions given for each 

application and receive results of the data mining tasks. This paper also presents experimental analysis of performance 

and accuracy of the secure protocols. 

2- Material and Methods 

Yao introduced the protocol for making secure transactions between two parties with different security concerns. He 

has shown that in this scenario, two parties that do not trust each other can establish a result with a joint work by using 

Boolean circuits. Such scenarios are called as secure multi-party computing (SMC). Nearly two decades after the SMC 

concept was introduced, Malkhi et al. [9] developed a programming interface to Yao's solution; and they named their 

system Fairplay. The Fairplay system allows two parties to create and safely operate Boolean circuits for any computable 

F function. The Fairplay system provides a C-style functional programming language called Secure Function Definition 

Language (SFDL), so that parties can efficiently create the required Boolean circuits. Using Fairplay, parties build 

identical Boolean circuits, and then communicate via predefined ports. The next section provides details about the 

Fairplay system. 

2-1- The Fairplay System 

According to Yao’s setup of SMC, both parties create Boolean circuits that are designed to evaluate the public 

function 𝐹. During circuit evaluation, one of the parties (Bob) converts his copy of the Boolean circuit into a garbled 

circuit by using his private input. Then the other party (Alice) evaluates this garbled circuit by providing her private 

input. In the end, both parties acquire the function output. 

A secure evaluation of a function 𝐹 using Fairplay consists of several rounds. In each round, the parties are required 

to accomplish certain tasks either by going offline or by communicating with the other party. These rounds can be 

categorized into two routines: circuit creation and circuit evaluation. The Fairplay system provides the parties with a 

compiler, which creates the Boolean circuit of any declared function by using specialized SFDL. With this system, the 

burden of creating complex Boolean circuits is reduced and it ensures that the resulting circuits are oblivious to violating 

the security requirements. 

 

Figure 1. A gate in the garbled circuit 
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While the Fairplay system provides an easy and simple way for creating SMC applications, it is inefficient for large 

inputs [9]. Therefore, new methods are needed to avoid secure circuit evaluation and to improve performance of SMC 

applications. As an alternative to Fairplay, efficient homomorphic cryptosystems can be used to securely perform several 

algebraic operations. In the rest of this paper, homomorphic cryptosystems, and their applications in PPDM are 

discussed. 

2-2- Secure Two-Party Computation 

Secure two-party computation is the simplest case of SMC, where two parties jointly and securely compute a public 

function F. As shown in Figure 2 two parties jointly define a public function F and provide their private inputs. In the 

end they receive the function output without revealing their inputs to the other party. 

 

Figure 2. Secure two-party computation 

Yao introduced the concept of secure two-party computation with the millionaires’ problem. In this problem, Alice 

and Bob are two millionaires who wish to find out who is richer without revealing the actual amount of their fortunes. 

In his study Yao also provides a specific solution to the millionaires’ problem [10] as defined for Alice and Bob who 

have 𝑖 and 𝑗 millions and wish to learn whether 𝑖 < 𝑗. In this protocol Yao limits 1 < 𝑖, 𝑗 < 10 for the sake of simplicity 

without sacrificing the correctness of the protocol. 

2-3- Paillier’s Homomorphic Cryptosystem 

Homomorphic cryptosystems find applications in PPDM for their support for basic arithmetic operations such as 

addition, multiplication and exponentiation using encrypted data. Homomorphic Encryption (HE) is a special encryption 

mechanism that allows operations to be done on encrypted data, without requiring to decrypt it at any step. Also, the 

result of a homomorphic operation is simply the encryption of the actual result; so only the key holder can decrypt and 

access it. 

2-4- Homomorphic Addition 

As an efficient alternative to circuit evaluation, many studies use additively homomorphic cryptosystems for 

arithmetic operations [11, 12]. Paillier (1999) introduced an efficient additively homomorphic cryptosystem [13] which 

is based on the composite residuality assumption. To emphasize, addition of two ciphertexts returns 𝐸𝑝𝑘  (𝑚1 + 𝑚2 mod 

𝑛). Thus, when the result is decrypted, it is ensured that the results will still be in the range of 0 to n. One of the simplest 

features of homomorphic cryptosystems is to allow computing addition of two numbers, by using their encryptions. 

Paillier’s homomorphic cryptosystem can compute the addition of two numbers by multiplying their encryption. The 

result of this operation is the encryption of the sum of the numbers. Let 𝐷𝑝𝑟  and 𝐸𝑝𝑘  denote homomorphic decryption 

and encryption function using private and public keys 𝑝𝑟 and 𝑝𝑘 respectively. Paillier’s cryptosystem provides additive 

homomorphism as follows: 

𝐸𝑝𝑘  (𝑚)  𝐸𝑝𝑘  (𝑛)  =  𝐸𝑝𝑘  (𝑚 +  𝑛)  𝐷𝑝𝑟  (𝐸𝑝𝑘 (𝑚 +  𝑛))  =  𝑚 + 𝑛 (1) 

This requirement provides another useful property: 

 Given a constant k and the encryption of m with public key 𝑝𝑘, 𝐸𝑝𝑘(𝑚), Paillier’s homomorphic cryptosystem 

can compute the public key encryption of km, shown as 𝐸𝑝𝑘(𝑘𝑚) ∶=  𝑘 × ℎ 𝐸𝑝𝑘(𝑚), where × ℎ represents 

homomorphic multiplication. 

Similarly, the result of the multiplication is 𝐸𝑝𝑘(𝑘 ·  𝑚1 𝑚𝑜𝑑 𝑛). 

2-5- Data Partitioning 

In PPDM protocols defined in the literature, data is usually distributed between two or more parties. Two different 

assumptions have been used about how data is distributed between the parties. In the first assumption data is distributed 

horizontally, where parties have the same set of data for different entities. For example, different banks store the same 

attributes of millions of individuals. In this case, the banks have the same types of data about the individuals (name-



Emerging Science Journal | Vol. 6, No. 6 

Page | 1447 

surname, age, income, etc.). On the other hand, in a vertically partitioned dataset parties have different types of 

information about the same entity set. For example, information about the same individual may exist in both university 

and hospital databases; however, while there is information about the education status of the person at the university, 

information about the health status of the same person is found at the hospital. As a third alternative, the data may be 

arbitrarily distributed among the parties. Figure 3 shows the different partitioning types. 

 

Figure 3. Types of partitioning 

2-6- Bayesian Belief Networks 

A Bayesian Belief Network – or simply Bayesian Network (BN) – is an important tool for illustrating common 

probabilities and causal relationships between variables. BN is a directed acyclic graph, where variables are represented 

as nodes, and arcs represent causal relationships between these variables. The degrees of relationships between variables 

are represented by associating probability values with arcs between variables. Variables modelled in a BN can be of any 

type and include any probability distribution. Figure 4 shows an example of an eight-node BN. 

 

Figure 4. Sample Bayesian network 

An arc between two nodes in the BN structure represents a dependency between variables and creates a child and 

parent relationship where the dependent variable is a child. A child node can have more than one parent, and the 

probability of a child node depends on its parents. The degrees of relationships between a child and its parents are 

represented in a conditional probability table (CPT) for the child node. BNs are created by uncovering relationships in 

the data and obtaining a probabilistic expression of each relationship. Computing common probabilities between nodes 

(variables) with the help of graphical representation and CPTs reduces the amount of computational work by reducing 

the amount of storage required to evaluate all variables. However, large BNs may have many parents per node, so the 

compute resources required to compute and store each node's CPT may be insufficient. Therefore, in many applications 

there are limitations on the number of parents a node can have [14-16]. 

2-7- Adversary Models 

2-7-1- The Semi-Honest Model 

Security properties of a protocol can be better understood when information about the adversarial environment is 

provided. In Yao’s millionaires’ problem, Alice and Bob are two millionaires who wish to find out who is richer without 

revealing the actual amounts of their fortunes. In the protocol for the millionaires’ problem, if both parties follow the 

proposed protocol without any deviation, they are ensured to learn the correct result [10] and the parties cannot derive 

additional information about the other party. The semi-honest model assumes that the parties would follow the protocol 

without any deviation to learn the correct function output. On the other hand, the protocol output may change depending 

on the behavior of the parties. 



Emerging Science Journal | Vol. 6, No. 6 

Page | 1448 

2-7-2- The Malicious Model 

The security definition for SMC does not rule out the case that parties can manipulate the protocol output by cheating. 

For example, Bob can change the output of the protocol by sharing incorrect information about his data. This type of 

cheating is out of the scope of the security assumptions of SMC, and thus cannot be prohibited in the security definitions 

that were discussed earlier. Instead, the focus should be on the other forms of cheating, such as inconsistent behavior or 

properly choosing random numbers. For example, Alice can successfully cheat if she does not behave consistently with 

her value 𝑖 and Bob cannot detect it [10]. Preventing successful cheating by other party requires additional security 

mechanisms such as zero-knowledge proofs [2], commodity servers [17, 18], etc. These mechanisms are very 

complicated in their nature, and thus definition of a secure protocol against malicious behavior of the participants is 

expected to be more complex than the same protocol that is secure only against the semi-honest behavior. In the 

applications that are discussed in this paper, the focus is on the two-party cases, and only one and the same party is 

assumed to be malicious during the execution of the protocol. 

3- Results and Discussion 

Heuristic data mining applications such as clustering, association rule mining, decision trees are commonly used in 

banking and finance for risk scoring and churn analysis [19, 20] Data mining applications provide more accurate results 

when more data is available for the same constituents [21, 22]. Organizations often collaboratively use data mining 

applications while sharing data with each other. There are studies in the literature that show how data mining applications 

can be performed with vertically or horizontally partitioned data between several parties (organizations) [23–25]. 

Banking data often contains sensitive information about the customers and the banking industry is heavily regulated 

in many countries. Privacy-preserving data mining (PPDM) offers collaborative solutions where parties can privately 

share data while performing the same data mining task. There are two security models in the PPDM domain as discussed 

earlier: The semi-honest model and the malicious model. 

Below are detailed explanations of how two banks can cooperate on several data mining applications in the semi-

honest model. Data is assumed to be partitioned vertically between the banks, where different attributes (salary, address, 

credit use, etc.) of the same customers are split between the banks and are shared during the execution of the application. 

3-1- Privacy-Preserving Bayesian Network Construction 

Yang and Wright present an efficient privacy-preserving BN construction protocol [26, 27]. In this protocol, Yang 

and Wright adapt the heuristic K2 algorithm for BN construction to a privacy- preserving version where data is vertically 

partitioned between two parties. They first transform the f scoring function in the K2 algorithm and express the 

transformed function as a group of primitives that can be computed securely. Their protocol benefits from recent 

improvements in the area, such as Paillier’s homomorphic cryptosystem [13], and Lindell and Pinkas’ secure natural 

logarithm protocol [28]. Secure Boolean circuit evaluation is shown to be inefficient [11]; therefore, Yang and Wright 

aim to limit the amount of secure Boolean circuit evaluation and to benefit from the efficiency of Paillier’s homomorphic 

scheme as much as possible. However, Yang and Wright’s BN construction protocol does not provide complete privacy 

as per the definitions of SMC given earlier. That is, the order in which the parents are added is revealed to the parties 

during protocol execution. Figure 5 shows the pseudocode for the K2 algorithm. 

Input: An order set of n nodes  

Output: For each node, the parent assignments in the Bayesian network.  

for each node i 

{  

πi = ∅;  
Calculate scoring function g(i, πi);  

 

While there are nodes to consider for node i 

{  

  Find node z that precedes i maximizes the score 

  If ‘score with z’ is greater than the old score 

        Save the new score 

        Add z to the predecessor list for node i 

Else break;  

}   

} 

Figure 5. Pseudocode for the K2 algorithm 
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Unlike standard arithmetic functions, there is no simple solution for the factorial calculations, which have an 

important role in the scoring function of the K2 algorithm, to be performed safely. Whether the safe Boolean circuits 

used are calculating multiplications or searching for factorial values in very large tables, these solutions will not be 

practical. Very large Boolean circuits will be required for multiple multiplication operations, while large amounts of disk 

storage and processing power will be required to store factorial results in a table. In response to these problems, the 

Yang-Wright protocol [29] solves this problem by replacing each factorial in the K2 scoring function with a Stirling 

approach. The g function resulting from this approach is expressed as: 

g(i, πi) = ∑ (∑ (
1

2
ln 𝛽𝑖𝑗𝑘 + 𝛽𝑖𝑗𝑘 ln 𝛽𝑖𝑗𝑘) − (

1

2
ln ℓ𝑖𝑗 + ℓ𝑖𝑗 ln ℓ𝑖𝑗)

𝑑𝑖
𝑘=1 )

𝑞𝑖
𝑗=1 + 𝑝𝑢𝑏(𝑑𝑖 , 𝑞𝑖)  (2) 

During the execution of the secure protocol, the parties do not know the β-parameters used in the g scoring function. 

The β-parameters in the function are values that the parties must calculate, not only to hide their input from each other 

and hide the credentials in the records used, but also to hide the calculation results and the number of matching records. 

Wright and Yang suggested using the safe scalar multiplication protocol described by Goethals et al. [30] for β-parameter 

calculations. However, in order to perform secure scalar multiplication, Yang and Wright's proposed protocol [29] also 

requires an encryption algorithm with additional homomorphic feature. For this purpose, Paillier's homomorphic 

encryption algorithm is used [13]. In the next step, the natural logarithm of the entire Stirling approximation is safely 

taken since the result of the scoring function is used only for ranking. The transformed function in this way can be safely 

calculated using the additive numerators of the β-parameters using the protocol of Lindell and Pinkas [28]. 

3-2- Privacy-Preserving K-Means Clustering 

K-means is one of the simplest unsupervised clustering algorithms. It starts with prior knowledge of the target number 

of clusters (k) and randomly selected k cluster centers. The algorithm iteratively improves the cluster centers by 

calculating the means of the data points that fall in each cluster and, then, reassigning data points to the closest current 

centers. The algorithm stops when the cluster centers’ change is below a predefined threshold from one iteration to the 

next, or when they do not change at all. While it can be proven that k-means algorithm always terminates [31], there is 

no guarantee that it will find an optimal solution, and the result is highly dependent on the selection of the initial cluster 

centers. Jagannathan & Wright described an efficient privacy-preserving k-means clustering protocol that works for 

randomly fragmented data [32]. K-means is a simple and widely used clustering algorithm in data mining. The algorithm 

starts with a non-clustered database of n items and l attributes and assigns each item in the database to the cluster that 

best fits that item. As a result it outputs the set assignments for each item. However, for the k-means clustering algorithm 

the number of clusters should be known beforehand. 

There are many recent studies on the k-means clustering algorithm that can operate while maintaining confidentiality 

in the semi-honest model in which the database used as the input is divided between two parties [33, 34]. The protocol 

described by Jagannathan & Wright [32] can also work in the scenario where any data item and/or attribute is randomly 

split between parties. Figure 6 shows the pseudocode for the generic k-means algorithm. 

Input: Database D of size n, k the number of cluster centers  

Output: Cluster Assignments for n elements 

 

Randomly select k initial cluster centers(μ1`,μ2`,..,μk`) 

Do  

Set μ1, μ2, .., μk = μ1`, μ2`, .., μk` 

Calculate the distances between the cluster centers and the n data elements 

Assign each data element to the cluster center within the shortest distance. 

Recalculate the cluster centers(μ1`,μ2`,..,μk`) 

Until (μ1, μ2, .., μk) and (μ1`, μ2`, .., μk`) are not different than the 

threshold.  

Figure 6. The k-means clustering algorithm 

In Jagannathan & Wright’s two-party privacy-preserving k-means clustering protocol [32], the partitioned database 

contains l dimensions (or attributes). In this protocol, the database is assumed to be arbitrarily partitioned between the 

parties. The parties want to learn the cluster assignments of the records in their shared database. The parties learn the 

cluster assignments of records that they have at least a share of. Besides the cluster assignments, the parties also learn 

the shares of the cluster centers. Moreover, after each iteration the parties learn intermediate cluster assignments of the 

protocol. At the first step of Jagannathan & Wright’s protocol, k cluster centers are chosen randomly, and the cluster 

centers are shared between the parties. In the next step, the k-means algorithm requires calculation of Euclidean distances 

between each data point and the cluster centers. For this purpose, the parties cooperate to calculate the distances between 

data points and each cluster center. For a data point xi and a cluster center 𝑐𝑗; the distance is calculated as follows: 
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𝑑𝑖𝑠𝑡(𝑥𝑖 , 𝑐𝑗)
2

=  (𝑥𝑖1 , − 𝑐𝑗1)
2  

+  (𝑥𝑖2 − 𝑐𝑗2)
2 

+ . . . + (𝑥𝑖𝑛 , − 𝑐𝑗𝑛)
2  (3) 

Jagannathan & Wright convert this distance equation into a combination of local computations and a series of scalar 

products, which can be calculated by using the secure scalar protocol as defined by Goethals et al. earlier [30]. After 

securely calculating the distances for every data point, the parties decide the cluster center assignments. In this case, they 

select the cluster centers closest to each data point (i.e., that has the smallest distance). This function is performed by 

secure Boolean circuit evaluation [35]. There are 2k inputs for the circuit. As output, each party securely learns the 

cluster assignments. Figure 7 shows the workflow for the secure 2-party application of the k-means clustering protocol. 

 

Figure 7. Workflow for the secure 2-party k-means clustering protocol 

3-3- Experimental Analysis 

This section provides analysis of the secure 2-party applications of Bayesian Network construction and k-means 

clustering protocols. Analysis focuses on the performance of the protocols and accuracy of the results. In order to 

simulate a 2-party environment, two computers with same specifications are used and they are connected in the same 

local area network. The network delays are measured to be negligible. Figure 8 shows the impact of the key size on the 

Bayesian network construction protocol, and distribution of the run time over the arithmetic operations. It can be 

observed that the as the key size increases, performance of the logarithmic function (ln x) becomes more significant. 

 

Figure 8. Run time distribution of the Bayesian network construction protocol between arithmetic operations 
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Focusing on the secure natural logarithm operation, Figure 9 shows that the performance is inversely related to the 

key size. In other words, as the banks double the size of the encryption keys for more security, run time of the Bayesian 

network protocol also doubles. 

 

Figure 9. Performance of the secure natural logarithm function over key size 

Figure 10 shows the performance of the secure k-means algorithm based on the database size and number of clusters. 

The impact of the database size on the performance reduces as the size increases. So, for very large databases (common 

in banking applications), the secure k-means algorithm still performs well. 

 

Figure 10. Performance of the secure k-means protocol based on the database size and number of clusters 

Finally, Table 1 shows the accuracy of the results from the secure k-means protocol compared to the original 

algorithm. As the accuracy of the results drops as the database size increases, the secure k-means protocol results are 

within 5% of the results from the original algorithm. 
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Table 1. Accuracy of the secure k-means protocol compared to the original algorithm 

Database size 
Accuracy of the original k-means 

algorithm 

Accuracy of the privacy- 

preserving k-means algorithm 

37×2 0.94 0.94 

41×2 0.90 0.90 

44×2 0.86 0.84 

73×2 0.86 0.83 

55×2 0.87 0.8 

50×2 0.9 0.84 

52×2 0.88 0.80 

80×2 0.86 0.83 

11×11 0.81 0.81 

96×5 0.81 0.80 

4- Conclusion 

As the need for data mining applications increases, companies are required to access more data sources for improved 

results. Distributed data mining techniques allow multiple companies to collaborate on the same data mining applications 

through sharing data between themselves. This scheme raises privacy concerns, as the shared data often contains PII 

data that is against regulations such as GDPR and HIPAA. Secure multi-party methods were developed to overcome this 

challenge. PPDM offers secure solutions to distributed data mining applications through secure multi-party computation 

(SMC). Homomorphic encryption is a key component of SMC, which provides techniques for performing arithmetic 

operations using encrypted data. This study discusses several privacy-preserving data mining applications that use 

homomorphic encryption and provide security even when some of the parties are malicious. 

Data split horizontally or vertically between two parties can be combined to provide more accurate recommendations. Parties can 

use systems to offer recommendations based on split data while maintaining their confidentiality. Thanks to the protocols used in 

these systems, it is difficult for parties to obtain confidential data in an attack to act as an active user. As a result of randomly 

filling/subtracting some valuations from the valuation vector of the active user, different subtotals are obtained each time, so no 

inference can be made from this. Another important point is that when the parties can only access the sum of the valuations given to 

the products. There are studies in the literature that discuss generic applications of PPDM [26, 29, 36]. This study focuses on data 

mining applications that are commonly used in banking processes and aims to provide guidance to financial institutions for secure 

collaboration on data mining tasks. 
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